Implementation of a beam hardening correction method for mono material parts using a linearization technique
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Abstract. Common X-ray sources for industrial computed tomography (CT) exhibit a polychromatic spectrum. While the absorption of radiation by the measurement object is dependent on the X-ray energy, the commonly used reconstruction algorithms assume an absorption coefficient under monochromatic conditions. In the context of industrial CT, the material of a measurement object is oftentimes known, which makes the application of a linearizing beam hardening correction method possible for parts made out of a single material. In this work, we present an efficient setup and data processing pipeline to determine and manage experimental X-ray absorption models for mono material parts. This pipeline estimates the correlation between attenuation and penetration length using a cone shaped specimen and subsequently corrects the grey values of the projections of a measurement object of the same material as the specimen. In contrast to commonly used step wedges, the special specimen makes it possible to sample the absorption curve with a large number of grid points, while using a standard measurement operation mode for the CT system. The correction method makes it possible to measure the tooth flanks of a steel gear wheel, which could otherwise not be measured due to beam hardening artefacts.

Introduction – Beam Hardening and Correction Concepts

The physical interaction of electromagnetic radiation with matter causes the radiation to be attenuated, which is described by the Lambert-Beer law in Eq. (1).

\[ I = \int_0^{E_{\text{max}}} I_0(E) \cdot e^{-\int_0^l \mu(E, \rho, Z, x) dx} dE \]  

(1)

The intensity \( I_0 \) of the photons is attenuated along their path through all the volume elements of a penetrated object with thickness \( l \) dependent on the attenuation coefficient \( \mu(E, \rho, Z, x) \), which is dependent on the energy of radiation \( E \) as well as on the density \( \rho \) and the atomic number \( Z \) of the volume elements. X-ray computed tomography (CT) in general assumes a straight-line propagation and an energy-independent absorption coefficient when applying standard reconstruction techniques like the commonly used FDK algorithm [1] for cone-beam CT. The generation of monochromatic X-rays with sufficiently large intensity to be used in industrial computed tomography is currently not possible (except for rare and expensive synchrotron accelerators). Consequently, X-ray tubes are almost exclusively used to generate the radiation required for the imaging by accelerating electrons onto a target. This
process generates a wide distribution of polychromatic photons, which are then used in the CT imaging process. The energy dependent attenuation of X-rays during penetration of matter causes an increase of the average photon energy, which is called “beam hardening”. X-rays from an identical source passing the same location within a measurement object from different directions consequently show different energy distributions, which leads to different intensity deviations from an ideal monochromatic absorption curve for the same object location. This causes the occurrence of beam hardening artefacts, which can prevent the correct determination of the surface of the measurement object by examination of the volume data [2].

One commonly used method to suppress the effects of beam hardening is the pre-filtration of all generated X-rays. This causes a smaller energy distribution of used photons during the measurement process at the cost of lower X-ray intensities and thus a worse signal-to-noise ratio of the measurements. In the last decades, a lot of different correction methods have been proposed and implemented by the scientific community, X-ray device manufacturers and software companies. Exemplary classifications can be found in [3–5]. Those methods range from dual-energy imaging [6], over volume data post-processing and projection data adjustments and can vary greatly regarding the available and used information of the measurement setup and can oftentimes be limited to certain use cases [2]. An overview over methods to compensate metal artefacts in general can be found in [7, 8].

This contribution has implemented a version of the commonly known linearization technique, which operates on the assumption that for monochromatic radiation, a linear relation exists in the sense of Eq. (2) between X-ray penetration lengths and observed attenuated intensities, if the measurement object exhibits a homogeneous composition. The concept of the linearization describes the approach to transform a measured polychromatic projection value from its nonlinear absorption curve onto the corresponding mono-energetic projection value representing the same penetration length [2, 9].

\[-\ln\left(\frac{I}{I_0}\right) = \mu x\]

(2)

The focus was put on presenting a robust, fast and easily adjustable method to repeatedly perform a pre-defined inspection task of steel gear wheels with known material composition. It will be shown, that the measurement task can be fulfilled by the implementation of the beam hardening correction (BHC) routine into the measurement chain and thus expand the fields of applications of the used CT system to steel parts with minimum additional effort.

1. Measurement Task and Used Measurement Setup

The measurement task was defined as the dimensional characterization of a wire-eroded, straight-toothed steel gear wheel (tooth tip diameter 19 mm, thickness 8 mm, material 16MnCr5) using the industrial cone beam CT Zeiss Metrotom 1500. Goal of the examination was the evaluation of the gear tooth flanks. Because of that, the gear wheel was manually positioned within the measurement volume such that the rotation axis of the gear wheel matched the rotation axis of the rotatory stage. This orientation was chosen to ensure the same measurement uncertainty characteristics for each tooth flank. Nonetheless, this resulted in larger average X-ray penetration lengths compared to an upright orientation of the gear wheel and this also meant, that there were no projections showing the contour of the tooth system. Consequently, the criterion for success was defined as being able to evaluate the geometric properties of all tooth flanks. The measurement settings were chosen as follows: tube voltage 225 kV, tube current 200 µA, nominal X-ray spot size 45 µm, detector gain 16x, detector integration time 1000 ms, geometric magnification approx. 19.6, voxel size
approx. 10 µm, number of projections 2000. A projection consists of 2038 x 2046 pixels with a pitch of 200 µm and value range of 16 bit. All subsequently mentioned data processing steps were performed using the corrected projections, which also included a flat field correction (Zeiss Metrotom OS). No additional pre-filtration (besides a filter of 0.6 mm aluminium built into the X-ray tube) was used. The built-in ring artefact reduction method was disabled in order to simplify the following data processing pipeline. The tomographic reconstruction was done using the filtered (Shepp-Logan filter kernel [10]) back projection algorithm provided by Siemens CERA XPlorer 3.0.3 [11]. It was not possible to determine the surface of the measurement object in the areas between the gear teeth from the reconstructed volume using VGStudio Max 3.2.5 (VGS), despite experimenting with numerous different algorithm parameters. We also unsuccessfully tried filtering the volume data before the surface determination with Gaussian filters of various cubic kernel sizes using VGS, as well as filtering each projection before reconstruction with a Gaussian filter (sigma = 5 pixel) using MATLAB. Fig. 1 shows a volume data slice of the reconstructed volume. It is clearly observable, that the areas between neighbouring teeth exhibit incorrect grey values, which is caused by beam hardening as well as X-ray scatter artefacts. The measurement task was set to quantitatively evaluate the geometry of the gear teeth of many gears of the same kind in order to determine impacts caused by wear and tear. Because of that, the subsequently described data processing pipeline was set up in order to correct the beam hardening artefacts, which prevented a robust and stable surface determination of these measurements.

![Visualization of a single volume data slice (z = 630 voxel) of the gear measurement. The beam hardening and X-ray scatter artefacts visible between the gear teeth made it impossible to determine the object surface. The colour maps contain the 16 bit value range resulting after reconstruction.](image)

---

1 The presented results in this article are not to be understood as an evaluation of the software performance. Therefore, no detailed descriptions regarding the exact settings applied for the surface determination are given.
2. Data Processing Pipeline for Beam Hardening Correction

In the following chapter, the complete data processing pipeline is described. The main focus was put on implementing a robust, fast and flexible beam hardening correction method for a given CT system and work pieces of known composition. The complete approach is characterized by the following steps:

I. Design and manufacturing of a simple, cone-shaped specimen with homogeneous absorption properties, preferably by using the same material as the measurement object of interest (gear wheel).

II. Performing a complete CT scan using the same CT settings as for the gear wheel measurement.

III. Determining the position and orientation of the measured cone from the determined surface using geometry element regression analysis in VGS.

IV. Extracting the absorption curve by determination of the corresponding cone penetration lengths for each detector pixel in each captured projection.

V. Correction of the projection grey values of the gear wheel measurement using the absorption curve and the associated correction values.

VI. Reconstruction of the corrected projection stack and evaluation of the result.

2.1. Cone shaped Specimen

Usually, a single projection (radiography) of a calibrated normal is used in order to determine the correlation between X-ray penetration length and radiation attenuation [2]. In general, this approach can have several downsides, including:

- Usage of only discrete X-ray penetration lengths,
- Disregarding of the cone beam geometry, which can lead to slightly incorrect X-ray penetration lengths,
- Limited statistical robustness of the measured correlation due to the evaluation of only a small number of observations,
- Necessity of a separate CT system operation program in order to record single projections with adequate image corrections (e.g. flat field correction). These corrections are usually proprietary, meaning corrections equal to those performed within the measurement software cannot be performed.

In order to remedy these possible downsides, a cone-shaped specimen (Fig. 2) was manufactured, which can directly be mounted onto the perforated plate of the rotatory stage. Consequently, the rotation axis of the specimen is then aligned parallel with the rotation axis of CT rotatory stage.

Fig. 2: Technical drawing of the used cone-shaped specimen, which was then mounted in a standing position onto the rotatory stage of the CT, resulting in a parallel alignment of both rotatory axes.
The rotation symmetry of the specimen makes it possible to correctly determine the cone shell surface using locally adaptive CT surface determination routines after the reconstruction, because no object edges are hidden in any projections. This condition is also not affected by the material of the specimen. A correct reconstruction of the cone shell surface would still be possible in case of nearly complete radiation attenuation at the detector. The penetration lengths are not limited to discrete values by the specimen (between the cone tip radius and the maximum cone diameter). This specimen can then be positioned and measured using the same CT settings as for the gear measurement. The evaluation of a large number of projections can then result in a statistically very robust determination of the absorption curve (see subsequent chapter). Additionally, turned parts can be manufactured very accurately and cost efficiently, which makes it feasible to produce additional parts with different material compositions if needed.

For the implementation of the linearization technique it is crucial to use materials with matching absorption properties for both the measurement object and the specimen. In this contribution, we chose the material for the specimen as X5CrNi18-10, because of its availability and its corrosion properties. Despite the different chemical compositions of both alloys (Table 1), the resulting attenuation coefficients are almost identical (Fig. 3).

**Table 1**: Chemical composition in mass percent of the alloys of the gear wheel (16MnCr5 [12]) and the specimen (X5CrNi18-10 [13]). The remaining part of the alloys consist of iron (Fe).

<table>
<thead>
<tr>
<th>mass percent $p^M$</th>
<th>C</th>
<th>Si</th>
<th>Mn</th>
<th>S</th>
<th>Cr</th>
<th>Ni</th>
<th>$\rho_{\text{Alloy}}$ in g/cm³</th>
</tr>
</thead>
<tbody>
<tr>
<td>16MnCr5</td>
<td>0.16</td>
<td>0.2</td>
<td>1.1</td>
<td>0.035</td>
<td>0.9</td>
<td>-</td>
<td>7.81</td>
</tr>
<tr>
<td>X5CrNi18-10</td>
<td>0.07</td>
<td>1.0</td>
<td>2.0</td>
<td>0.03</td>
<td>18.0</td>
<td>9.5</td>
<td>7.90</td>
</tr>
</tbody>
</table>

The underlying calculations shown in Eq. (3) [14] determine the absorption coefficient $\mu(E)$ for a certain energy $E$ by adding up the weighted mass attenuation coefficients $\mu(E)/\rho$ (from the database of the national Institute of Standards and Technology NIST [15]) for each of the $n$ elements of the alloy chemical composition in mass percent $p^M$ (Table 1). Linear interpolation was used between the discrete sampling points of the NIST database.

$$
\mu(E) = \rho_{\text{alloy}} \cdot \sum_{i=1}^{n} \left( \frac{\mu(E)}{\rho} \right)_i \cdot p^M_i
$$

Fig. 3: Calculated absorption coefficients of the gear (16MnCr5) and the specimen (X5CrNi18-10).
2.2. Extraction of the Absorption Curve and Generation of a Correction Lookup-Table

To obtain the reference data, the object was mounted onto the rotatory stage of the CT and a full scan was performed. The settings regarding the X-ray tube and the detector were chosen to match those of the gear measurement. After the tomographic reconstruction of the measurement consisting of 1500 projections, a geometric regression analysis with a cone model (“cone fit”) was performed onto the segmented volume data. Both steps (surface determination and cone fit) were carried out using VGS. Now, a full 3-D model of the CT scan can be set up in an arbitrary coordinate system (we used the Siemens CERA 3.0.3 world coordinate system (WCS), as described in [11]). The cone model can then be placed into the scene by using the geometric parameters of the regression analysis (Fig. 4).

The generation of the 3-D scene makes it possible to apply a ray tracing routine in order to determine the cone penetration lengths associated with each detector pixel. For that, the connection vectors for each pixel to the X-ray source were tested against the analytical cone model, determined by the VGS fit, using the intersection test described in [16]. The usage of the analytical description of the cone was used mainly for performance reasons, as this approach was significantly less computationally demanding than using the triangulated model resulting from the surface determination. This can be justified, because the turned part was manufactured very accurately. The correlation of the value of each pixel and the calculated penetration lengths then formed the desired relationship between intensity attenuation and penetration length. This approach was then repeated for each of the 1500 projections, thus laying the foundation for a statistically very robust absorption model. At this point, the absorption model consisted of more than $10^9$ grid points.

In order to build a usable lookup table, which could then be used to correct the projections of the gear measurement, several data processing steps needed to be performed. First, the model was reduced to data points, which were located inside a target cone half angle of 1°. This excludes the faulty influence of the cone curvature onto the calculated grid points, which increases rapidly with decreasing intersection angle between the test ray and the cone shell surface. Secondly, all model grid points, which exhibited a cone penetration length of smaller...
than 250 µm were excluded from the model. This was done because of the limited detector pitch and because the model showed degenerative behaviour for penetration lengths below that point. These two measures reduced the number of model points to $3.1 \times 10^7$. Lastly, the model points needed to be binned in order to acquire unique x/y grid points to increase the subsequent regression analysis. The absorption values are represented by discrete values in the 16 bit value range, but for each of those values there possibly existed more than one penetration length. Thus, a unique penetration length for each discrete absorption value was calculated by the mean value of those distances within less than three scaled median absolute deviations from the median of those distances [17].

Following the data binning, the logarithms $-\log I/I_0$ of the grey values were taken ($I_0 = 2^{16} - 1$) and the absorption model was finalized by piecewise defined polynomial regression analyses. This was mainly done because of the requirement that the model must include the data point $(0/0)$, which represents the maximum intensity on the logarithmic scale at zero X-ray penetration length, as shown in Fig. 5. Because of that condition on the solution of polynomial regression analysis, the solution of a constrained linear least-squares problem in the form of Eq. (4) was necessary [18].

$$\min_x \frac{1}{2}\|C \cdot x - d\|_2^2 \text{ such that } A_{eq} \cdot x = b_{eq}$$

(4)

Here, $C$ represents the Vandermonde matrix, up the desired degree $n$ of the polynomial regression model in Eq. (5). The variables $x$ and $d$ represent the value pairs of the binned absorption curve. The linear equality constraint of $(0/0)$ is realized by the definition of $A_{eq}$ and $b_{eq}$, as shown exemplarily in Eq. (5). Here, the superscript index 1 stands for model part 1, which requires the equality constraint $(0/0)$.

$$C(x_1, x_2, \ldots, x_n) = \begin{pmatrix}
  x_1^{n-1} & \cdots & x_1^1 & x_1^0 \\
  x_2^{n-1} & \cdots & x_2^1 & x_2^0 \\
  \vdots & \ddots & \vdots & \vdots \\
  x_n^{n-1} & \cdots & x_n^1 & x_n^0
\end{pmatrix}$$

$$A_{eq}^1 = (0^{n-1} \cdots 0^1 0^0), b_{eq}^1 = 0$$

(5)

**Piecewise polychromatic absorption model and monochromatic correction curve**

*Fig. 5: Absorption model represented by piecewise defined polynomial functions with $C^0$ continuity based on the binned intersection test data satisfying the target cone half angle condition of 1° and a minimum penetration length of 250 µm. Material X5CrNi18-10; X-ray tube settings 225 kV, 200 µA.*
For numerical robustness, the regression was performed piecewise, with subsequent polynomials satisfying $C^0$ continuity. Thus, the constraint $A_{eq} \cdot x = b_{eq}$ for the following curve satisfies the last point of the previous curve. Fig. 5 shows the final regression results. Finally, all required features to create a correction lookup table were prepared. The correction for a projection value is dependent on the definition of a monochromatic correction curve (Fig. 5). That means, that the corrected value of a pixel value is determined by the value of the monochromatic correction model for the same penetration length, which is defined by the absorption model. After the correction of all projections, the tomographic reconstruction was performed again, using Siemens CERA XPloer 3.0.3 and the same settings as for the previous reconstruction.

All data processing steps but the correction of the projection itself, can be pre-computed, which reduces the actual required data processing steps for the correction of any measurement to the highly performant application of lookup table operations. The operations required for the application of a 16 bit lookup table are basically only limited to the I/O speed of the used data connection.

### 3. Results

The correction of the grey values resulted in a visible reduction of beam hardening artefacts (Fig. 6, left), in comparison to the uncorrected data (Fig. 1). Nonetheless, the image exhibits a high noise level, which prevented a successful surface determination. Because of that, the projections were subject to an additional Gaussian filtering (MATLAB, sigma = 5 pixel) after the application of the BHC. This operation resulted in an increased contrast in the volume data between the measurement object and the background (Fig. 6, right).

![Fig. 6](image-url): Visualization of a volume slice ($z = 630$ voxel) of the corrected measurement utilizing the proposed method (left). Correction result (right, same slice) with an additional gauss filter (sigma = 5 pixel) of the projections after correction. The colour maps contain the 16 bit value range resulting after reconstruction. The small image (right) shows the unaltered top part of the same slice of the original measurement from Fig. 1.

The surface determination of the reconstructed volume of the post-filtrated projections (Fig. 6, right) lead to satisfying results when creating a nominal-actual comparison against the CAD model of the gear wheel (Fig. 7). The absolute deviations in the middle part of the
tooth flanks do not exceed 15 µm. Note that due to the lack of a reference measurement, it is impossible to distinguish between geometric work piece deviations and measurement errors. Similar results, which means slightly noisier but also more accurate with respect to the CAD model, could be achieved by filtering of the volume data (according to Fig. 6, left; filtering result not shown) using a Gaussian filter of size 15 in VGS, followed by the surface determination and nominal-actual comparison (Fig. 8).

![Fig. 7: Nominal-actual comparison of the reconstructed volume using the post-filtered projections (Fig. 6, right) against the nominal CAD model.](image)

![Fig. 8: Nominal-actual comparison of the reconstructed volume against the nominal CAD model using the BHC corrected projections (Fig. 6, left), followed by a volume data Gaussian filter (size = 15).](image)
4. Discussion

We could show, that it was possible to significantly improve the CT volume data quality by estimating the faulty influence of X-ray beam hardening onto the measurement result. After the correction, surface determination was possible and a nominal-actual comparison with the CAD model could be calculated. This was not possible without the correction method. The investigation showed, that the problem of beam hardening is closely related to a low signal-to-noise ratio (SNR) of the reconstructed volume data, which can also impair a successful surface determination. In this contribution, we did not take into account the effect of X-ray scattering, which has a comparatively high influence for scenarios with low SNR. We are aware of the fact, that our calculated absorption model (Fig. 5) is also corrupted by X-ray scatter effects, which are inherently different for the gear wheel measurement. Nonetheless, this effect on the volume data could successfully be reduced by the introduction of an additional Gaussian filter onto the corrected projections (Fig. 7) and the volume data (Fig. 8), which lead to satisfying results.

5. Summary and outlook

The implementation of the beam hardening correction method discussed in this paper focused on a robust and easy to implement procedure, which can be utilized for any industrial CT. The determination of the absorption curve for a specific material was carried out exploiting a standard CT measurement of a cone-shaped specimen, which does not require any additional operating states of the CT system. From that point on, the data processing pipeline is straightforward and easy to implement for the specific use case. The quality of the results can further be increased by Gaussian filtering of the corrected projections or the reconstructed volume.

Future examinations will focus on examining the portability of the procedure on other measurement tasks, as well as on other materials, such as aluminium. Additionally, the validity of the introduced filtering operations regarding the measurement uncertainty must be proven, in order to be used by default within the data processing pipeline.
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