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ABSTRACT

The paper presents numerical modelling approaches for computing wave propagation and high-order harmonic generation in nonlinear media. This approach is based on two local computational methods, i.e. the Local Interaction Simulation Approach and the Cellular Automata for Elastodynamics. Discretized numerical dispersion curves are calculated and used for the entire analysis. A quantitative study of velocity matching between the fundamental and high-order harmonic waves is performed. The influence of propagation distance on the magnitude of high-order harmonics is evaluated for various excitation frequencies. Numerical analyses show divergence from analytical models for dispersion curves, especially for high-order harmonics. These preliminary investigations demonstrate that the numerical modelling approaches applied can be used effectively for nonlinear wavefield analysis; however, numerical instead of analytical spectral characteristics should be considered.
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INTRODUCTION

Maintenance of engineering structures requires accurate and robust methods for damage detection and monitoring. Various approaches - based on elastic wave propagation - have been developed during the last few decades [1]. This includes widely-exploited methods based on guided ultrasonic waves used for damage detection in plate-like structures. Many research studies indicate that methods based on linear wave fields are often not sensitive to small damage severities. This important issue can be solved by increasing the frequency of propagating waves, so the relevant wavelengths are short enough to interact with possible small damage. However, simple wave propagation features - that relate to changes of amplitude and time-of-flight - are not easy to use in this case. This is mainly due to the multi-modal nature of guided ultrasonic waves that makes them difficult to analyse, particularly in the high-frequency range. Therefore more and more often nonlinear guided ultrasonic wave fields are considered for damage detection. High-order harmonic generation is one of the most commonly used approaches in this area of research, as reviewed in [2, 3]. It is well known that this nonlinear phenomenon results not only from structural discontinuities - due to damage-wave interactions [4, 5] - but also from distortions of propagating waves due to material microstructures [6].
A major research effort is required to explain and separate both nonlinear phenomena. It is clear that a nonlinear framework of mechanics is needed. However, this is a challenging task since exact analytical solutions associated with the problem are difficult - and often not possible - to obtain in practice. It is clear that reliable and efficient numerical simulation tools are needed for the analysis of elastic wave propagation in nonlinear media. Recent years have shown very encouraging - in terms of accuracy and computational performance - research studies on local approaches for wave propagation modelling. Two methods are of particular interest in the work presented in this paper due to their parallel computational algorithms. These are: the Local Interaction Simulation Approach (LISA) [7] and the Cellular Automata for Elastodynamics (CAFE) [8].

The paper investigates nonlinear wave propagation due to pre-defined nonlinear material properties. Numerical simulations - based on the LISA and CAFE - are used to analyse the second-order harmonic generation of guided ultrasonic waves. Amplitudes of the nonlinear second harmonic are analysed with respect to propagation distances and excitation frequencies. The effect of numerical discretization on guided wave propagation is also investigated. The results from numerical simulations are compared with analytical solutions to demonstrate the accuracy of the methods used. Analytical and numerical dispersion characteristics are also compared and discussed. The latter focuses on the selection of excitation frequency that is required for the highest possible energy transfer between the fundamental and second harmonic wave modes. The results from this selection analysis are in good agreement with the work presented in [9].

1. NUMERICAL MODELLING OF ELASTIC WAVES UNDER QUADRATIC CONSTITUTIVE RELATIONSHIP CONDITIONS

1.1 Theoretical background

It is well known that nonlinear propagation wave fields can involve various types of classical contact, geometrical and material nonlinearities. However, the work presented in this paper considers only the nonlinear constitutive behaviour. This is due to low excitation amplitudes investigated that preserve small response displacement amplitudes of the wave field and that no potential contacting interfaces are considered. With these assumptions, the constitutive relationship is considered nonlinear up to the quadratic term. The explicit relationship between stresses and strains involves the fourth order Hooke tensor $\Lambda_4$, and the sixth order tensor $\Lambda_6$ related to this quadratic term. The material is assumed isotropic with the Lamé constants $\lambda$ and $\mu$ for the linear part, and three third-order Landau constants $A, B$ and $C$ for the quadratic term. Thus, the stress tensor can be defined as

$$\sigma = \Lambda_4 : \varepsilon + \frac{1}{2} \Lambda_6 : \varepsilon$$

Equation (1), along with the momentum balance and the geometrical relationship for strains and displacements, has been implemented in two numerical models based on local formulations, i.e. the LISA and CAFE. The details on the formulations can be found in [10].
1.2 Numerical simulations based on LISA

The LISA method, originally proposed in [11], has been used extensively for Lamb wave propagation modelling in damage detection studies [12, 13]. The method relies on the Finite Difference (FD) approximation of the governing equations and on a top-down modelling approach. Since the explicit central difference is used for the time domain model, the method is well suited for parallel processing. The parallel algorithm of LISA - implemented on graphical cards - has been recently demonstrated in [7]. The LISA can be used for wave propagation in any heterogeneous, anisotropic and nonlinear material of arbitrary shape and complexity. The method discretizes structures under investigation into a regular grid of rectangular cells. Then material properties are assumed to be constant within each cell but may differ between cells. For the 2-D case, each nodal point belongs to four cells. For any particular point, before the equation for the displacement vector is established, solutions for each cell are written and treated as discontinuous. Then the so-called Sharp Interface Model (SIM) is used - to match displacements and stresses - and the LISA iteration equations are derived. The SIM leads to more accurate results when wave propagation problems in complex media with complex boundaries are investigated.

The LISA iteration equations for the 2-D case are obtained merely by substituting the linear constitutive relation by the nonlinear one. In other words, Equation (2), written in terms of the second-order Lamé constants, $\lambda$ and $\mu$, and the third-order Landau constants $\mathcal{A}$, $\mathcal{B}$, and $\mathcal{C}$ is used for modelling. The same nonlinear formulation can be used to establish stress continuity equations across all cells’ interfaces. The resulting differential equation involves extra terms containing the third-order constants, i.e. $\mathcal{A}$, $\mathcal{B}$, and $\mathcal{C}$, and higher powers of strain components. Then finite difference formulas are used to obtain algebraic iteration equations., by analogy with the linear case.

1.3 Numerical simulations based on CAFE

In contrast to the LISA methodology, the CAFE’s treatment of elastic wave propagation avoids the use of the classical elastodynamic wave equation. Instead the CAFE relies on a bottom-up formulation in which the Newton’s laws are applied directly to discrete cells [8, 14]. Then the application of simple, local interaction rules lead to complex global behaviour termed ‘emergent’. For 2-D domains, triangles (or rectangles) discretize the domain into state-holding cells. Each triangular cell is treated as an autonomous state machine storing pointers to its local neighbours’ state, avoiding the need for global, or centralized, control. The original CAFE approach considered rectangular cells and detailed its application to domains with extreme heterogeneity [8]. A follow-on effort extended the approach to triangular cells [14]. The triangular approach, as applied to homogeneous media, is overviewed herein. State variables stored by each triangular automata include the displacement, velocity, and applied tractions. In addition, cells store parameters such as material properties ($\rho$, $\mu$, $\lambda$) and cell geometry.

The displacements and applied tractions are determined at each step of the simulation and updated based on a rule set using the previous state of each automaton and that of its neighbours. The rule sets are derived directly from the Newton’s second law for each cell. While evaluating the forces acting on a single automaton, the stresses on the faces are calculated and stored, which are then multiplied by the area of each face. The procedure leads to first-order, semi-discrete differential equations governing the cell’s velocity and displacement change. A suitable explicit temporal discretization of these equations yields the final rule set. The target cell’s updated state is stored until all cells have also been updated in what amounts to a double buffering technique suitable for parallelization.

The CAFE approach for quadratic nonlinearity between stresses and strains differs very little from the linear case. The only difference is the computation of tensile and shear stresses according to the nonlinear constitutive relationship given by Equation (2). All computations leading up to these equations (namely strain computations) remain unchanged. The details of nonlinear implementation can be found in [10].
2. **INTERNAL RESONANCE CONDITIONS FOR NUMERICAL MODELS**

The generation of second harmonic - due to structural nonlinearities - has been extensively studied for the last few years. Previous studies show [6, 9, 15] that nonlinear wave propagation involves the energy transfer between the fundamental and secondary wave modes. This phenomenon drives high-order wave field properties. A number of detailed analytical studies has been carried out. The work presented in [9] shows that in order to achieve the highest energy transfer between two wave modes, the relationship between two symmetric Lamb wave modes \( S_1 \) and \( S_2 \) should be considered only. These modes should exhibit the same phase velocity at excitation frequency for \( S_1 \) and double excitation frequency for \( S_2 \). As a result, the condition for phase velocity matching was proposed. Subsequently, the analytical solution based on perturbation theory, presented in [6], shows that the phase velocity matching between the fundamental and secondary wave modes should be accompanied by the group velocity matching in order to maximise the energy transfer. The analysis in [6] also demonstrates the dependence of the second harmonic wave amplitude on propagation distances and energy flux conditions. When phase velocities of both considered modes are matched, the amplitude of secondary mode increases linearly with propagation distance. For the case of non-phase velocity matching, the absolute-sine pattern of secondary wave amplitude was observed. It was further analysed and proved that the only possible energy transfer occurs from the fundamental symmetric and antisymmetric modes, to the secondary symmetric modes. This is due to the symmetry of the third-order elastic constants [16, 17].

Many practically oriented applications have been proposed and analysed (e.g. [18, 19]) since the above developments. These investigations frequently employ numerical modelling prior to experimental testing to predict responses and to enhance signal processing techniques used. However, it is important to note that dispersion properties from numerical models are different from analytical formulations due to discretization involved. Thus, all numerical simulation results should be carefully evaluated and the dispersion errors analysed. The work in [20] shows that errors associated with guided wave propagation in numerical models can be qualitatively and quantitatively examined. This approach is adopted here in order to calculate dispersion properties for the nonlinear case and to analyse the relevant energy flux conditions.

3. **NUMERICAL SIMULATIONS**

This section presents and discusses the results from numerical simulations based on the LISA and CAFE methods. First, dispersion characteristics are calculated and analysed. Subsequently, displacement patterns of waves propagating in a plate structure are presented with the explanation of wave modes and the second harmonics possible extraction. Next, the amplitude dependence of secondary wave mode on propagation distances and excitation frequencies is shown. The relevant numerical and analytical results are compared.

A 4 \( \text{mm} \) thick and 500 \( \text{mm} \) long aluminium plate was examined through the thickness. The following material properties were selected for numerical simulations: Young’s modulus \( E = 72.321 \text{ GPa} \), Poisson ratio \( \nu = 0.3393 \), density \( \rho = 2727 \frac{\text{kg}}{\text{m}^3} \). The Landau’s coefficients describing the quadratic strain-stress relationship were: \( \mathcal{A} = -320 \text{ GPa} \), \( \mathcal{B} = -200 \text{ GPa} \), \( \mathcal{C} = -190 \text{ GPa} \). For such a geometrical and material configuration, the phase- and group-velocity dispersion curves were calculated analytically. The numerical models involved 16 elements through the plate thickness. The dispersion curves calculated analytically and based on the LISA methods are shown in Figure 1.
Figure 1: Dispersion curves for the 4 mm - thick plate: (-·-) - analytical solution; (●) - numerical solution using LISA with 16 elements throughout the plate thickness

Figure 1 shows that significant differences can be observed between the analytical and numerical formulations, particularly for the high frequency range. The mathematical model, indicates that in order to achieve the highest possible energy transfer between the primary and secondary modes, the excitation frequency equal to 890 kHz should be selected, as presented in Figure 1. This corresponds to phase- and group-velocity matching. However, since numerical models are used, the dispersion characteristics and the energy flux conditions are not satisfied. The results in Figure 1 show that the unified phase- and group-velocity matching does not exist for the numerical model. Instead, two distinct matching conditions for the excitation frequencies of 844.3 kHz and 937.2 kHz can be found based on the LISA dispersion characteristics. Clearly, discretization associated with numerical simulations leads to a significant deviation from the theoretical value of 890 kHz. This prevents the direct numerical and theoretical results evaluation.

In order to study wave propagation, particularly the internal resonance conditions, five excitation frequencies were used in the model based on the LISA numerical dispersion characteristics: 650, 844.3, 890, 937.2 and 1050 kHz. The third value (890 kHz) corresponds to the exact analytical matching. The second and fourth values (844.3 kHz and 937.2 kHz) correspond to numerical matching for the phase- and group-velocity in the LISA model, respectively. The remaining two frequencies (650 kHz and 1.05 MHz) were selected outside the matching range. For each model two excitation modes were considered, i.e. with +1 and −1 scaling factors for the amplitude. The excitation was applied as a prescribed displacement to a line of nodes along the 10 mm distance at the top surface of the far left end of the plate. The element size was set to 0.25 mm, leading to 16 elements through the thickness of the analysed plate. The time step - equal to 0.025 µs - was selected to ensure the stability of the explicit integration scheme. The results were acquired at the nodes on the top surface of the plate. Examples of the simulated wavefields are presented in Figure 2. The displacement field was further decomposed into symmetric and antisymmetric components and fundamental and high-order harmonics using the in- and out-of-phase calculations results.

Figure 2(a) shows the magnitude patterns for the total displacement. The decomposed symmetric and antisymmetric modes are given in Figures 2(b) and 2(c), respectively. The extracted 2nd harmonic symmetric and antisymmetric modes are given in Figures 2(d) and 2(e), respectively. The 2nd waves are presented for the excitation frequency corresponding to the numerical phase velocity matching.
Interestingly, the results in Figure 2(a) show that despite the fact that the theoretical (analytical) condition has not been met, the energy transfer between the fundamental and higher harmonic antisymmetric modes can be observed. However, the amplitude of the $2^{nd}$ harmonic antisymmetric wave decreases rapidly with the propagation distance. Conversely, the amplitude of the $2^{nd}$ harmonic symmetric mode amplitude is increasing for the selected excitation frequency, as this frequency corresponds well to the phase matching condition.

The second harmonic displacement patterns for various excitation frequencies are shown in Figure 3. Figure 3(e) and 3(f) demonstrates that the theoretically calculated matching condition does not apply to the numerical models. The second harmonic symmetric wave reveal sinusoidally changing or constant amplitude patterns for the LISA and the CAFE, respectively. A similar observation can be made for the numerical group velocity matching (Figure 3(g) and 3(h)). These results correspond to the auxiliary condition for increased energy transfer to the higher-harmonics. Clearly, an increasing amplitude can be observed for the excitation frequency $f = 844.3 kHz$ for the LISA model for which the numerical matching occurred. For the CAFE a slightly increasing trend can be observed, however it should be noted that the excitation frequency was not adjusted to exact spectral characteristics of the model in this case. For the remaining cases, namely the excitation frequency $f = 650 kHz$ and $f = 1.05 MHz$, where neither the phase- nor group-velocity matching for the analysed model occur, the $2^{nd}$ harmonic amplitude oscillates along plate’s length dimension.
CONCLUSIONS

Nonlinear guided wave propagation in thin plates has been investigated. Numerical simulations - based on two local approaches, i.e. LISA and CAFE - have been compared with analytical solutions. The energy transfer from the fundamental to high-order modes has been observed, as expected. However, numerical simulations show that the effectiveness of the energy transfer depends on the excitation frequency. For certain values of frequency the internal resonance is satisfied and the continuous increase in amplitude of higher harmonics is noted. The internal resonance conditions can be calculated using the dispersion relationship for a particular set-up. It was shown that the exact spectral characteristics should be calculated individually for a particular numerical framework at hand.

The analysis presented also demonstrates that the simulated dispersion curves do not match the analytical characteristics, particularly in the high frequency range. Thus the analytical resonance conditions do not apply. The results shown that matching does not occur in numerical simulations for the theoretically calculated phase- and group-velocity matching frequency conditions. The unified internal resonance conditions do not exist for the numerical model. However, the dispersion curves for the model discretized using 16 elements through the plate thickness indicated separate conditions for the phase- and group-velocity matching. The analysis of 2\textsuperscript{nd} harmonic amplitude confirmed the maximised energy transfer for the numerical phase matching. Although the theoretical and numerical conditions differ by approximately 50kH\(z\) (i.e. 5% of the excitation frequency value), the amplitude pattern of the 2\textsuperscript{nd} harmonic is substantially different. Finally, contrary to the mathematical model, the energy transfer to the high-order antisymmetric modes is observed in the simulations.

ACKNOWLEDGEMENT

The work presented in the paper was supported by the National Natural Science Foundation of China (Grant No. 51375414 and 11272272) and the Hong Kong Research Grants Council via a General Research Fund (GRF) (No. 523313).
REFERENCES


