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ABSTRACT

Due to both wave and wind fluctuation, the metal foundations of offshore wind turbines are highly submitted to fatigue. To date, current methods of fatigue design proposed in the regulations are an obstacle to the structural optimization and to the consideration of some time-variant hazards. In this context, we propose an incremental two scales model of damage in order to follow the time evolution of the damage. This temporal notion is important for updating of the model parameters using records from the Structural Health Monitoring. In this paper, we focus on sensitivity analysis and updating the parameters of the damage model using experimental data and the method of Bayesian updating based on a Monte Carlo Markov Chain algorithm.
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INTRODUCTION

In offshore wind turbines industry, design of foundations is quite different from those encountered in the offshore Oil and Gas. The great number of foundation in a wind farm is the opposite to the prototype character of the offshore platforms in Oil and Gas industry. Moreover, the economic context of profitability of electric energy in the context of competition between sources (sun, coal, nuclear…) requires manufacturers to optimize their foundations in order to reduce production costs. This requires a low number of structural elements which implies a lower safety margin in the calculations. Risk analysis let it because the human and ecological consequences are much less than in Oil and Gas industry.

For the design of offshore steel structures, fatigue is one of the key points of engineering. After summarizing weaknesses of the spectral fatigue method currently used in this field, we propose an incremental analysis of crack initiation. Indeed, this choice can limit the risk of loss of structural elements in a preventive approach of the crack initiation. This approach contrasts with current design rules where times of crack initiation and failure are combined [1]. It contrasts too with some recent approaches of fatigue reliability focus on the crack propagation [2]. A key idea is that the time of crack propagation in less redundant structures can be neglected in comparison with the initiation time.

The challenge is the ability to implement this method in a reliability design process of a complex structure. A second challenge is to be able to apply it and use it with an acceptable and compatible implementation time according to industrial constraints present in STX France Solutions SAS. Two levels of locks need to be solved. The first one relates to the calibration of the model from experimental tests. The second one is the reduction of time computation which is a disadvantage of the temporal method chosen. This last point is not discussed in this article. Here, we focus on the first lock in a study of a steel structure called jacket consisting of welded tubes assemblies (Figure 1).
1    FATIGUE: STATE OF THE ART AND MODEL PROPOSED

1.1    State of the art

In offshore wind industry, the rule commonly used for fatigue design method is the DNV [1]. It is based on the use of computation of vibration with beam finite elements models. This is a current modelling for a full jacket and is adapted to model the distribution of loads on the structure (Morison equation).

This method combines the stresses resulting from the normal force and bending moments using stress concentration factors dependent of the geometrical properties of the tubes and the shape of their connection. The combination is based on empirical formulas commonly known as Efthymiou formulas. This allows studying the fatigue level of a geometric discontinuity of high stress concentration with a simple model of the structure. This method can be classified into the family of random one-dimensional approaches. The randomness may arise from the behaviour law of the material and natural loads.

![Figure 1: Stress computation points around the circumference of a welded tubular joint and Jacket structure realized by STX France for Alstom onshore prototype Haliade 150](photo courtesy of Bernard Biger)

For the stress range \( \sigma_i \) computed in each of the eight points regularly spaced along the weld, we can determine a number of cycles to failure \( N_i \) obtained using a multi-linear relationship (in log-log scale) called S-N curve. It reflects the relationship between stress range and number of allowable cycles in a one-dimensional fatigue approach. According to the Miner rule, the damage can be calculated knowing \( n_i \), the number of cycles at which the structure is subjected to a stress range \( \sigma_i \). Then, it checks that it is less than a critical value \( D_C \) taken equal to 1.

Efforts that generate these stress ranges are mainly from two environmental phenomena, waves and wind. They can be presented in the form of spectra or time series. Depending on the shape of the data available, the fatigue analysis can be of two types, spectral or temporal. However, their only purpose is to determine \( n_i \). The calculation of the damage remains the same.

Spectral fatigue is most commonly used. However, by its nature, it does not allow updating of random variables as a function of time and is therefore not suitable for Structural Health Monitoring (SHM): that is the cases for corrosion, crack initiation, local stresses, marine growth, … that can be recorded during the service lifetime. In addition, many simplifying assumptions are made and can be widely questioned. For instance, there is not taking into account of the effect of mean stress and loading history, the linear cumulative law of damage of Miner is said to be questionable too especially in presence of complex sea-states as explained by Quiniou [3].

1.2    Proposed model

We propose a new fatigue approach for the design of offshore structures based on a two scales damage model which was originally proposed by Lemaitre [4]. It postulates that in a structure with an elastic constitutive law, there are inclusions where the material properties are degraded (yield strength lower than the one at the global scale, elastoplastic constitutive law damageable elasticity). The link between the two scales is the location rule of Lin-Taylor which presupposes equality between strains of both scales. The model is based on the Thermodynamics of Irreversible
Processes (TIP). Here, the model is used for welding areas (Figure 3) commonly identified as apparition areas of cracks.

Plasticity generated at the microscopic scale takes into account the whole stress tensor components. Thus, the model has a multiaxial aspect. As a first approximation, we retain linear kinematic hardening plasticity. Thereafter, the hardening can be modified if this choice is not satisfying. Here, it is assumed that the generated damage $D$ is isotropic. This procedure induces an evolution of the damage rate $dD$:

$$dD = \left(\frac{Y}{S}\right)^s \mathcal{H}(p - p_d)dp$$

(1)

Where $Y$ is the release rate of elastic energy, $S$ and $s$ are material parameters. The fatigue damage occurs when the cumulative plastic strain $p$ reaches a threshold $p_d$ where $p$ depending on the yield strength at the microscopic scale $\sigma_y$, the hardening modulus $C$ and the rate of plastic strain $d\varepsilon^p$. This is indicated by $\mathcal{H}$, the Heaviside function. The damage increases up to a limiting value called the critical damage $D_c$ at which the crack initiation takes place. Note that the damage evolution is directly linked to the rate of cumulative plastic strain $dp = \sqrt{2/3||d\varepsilon^p||}$. The incremental model $M_{inc}$ can be written as:

$$D \equiv M_{inc}(\varepsilon(t), C, \sigma_y, p_d, D_c, S, s, \bar{\sigma}^0)$$

(2)

Recently, the assumption of weak domains proposed by Lemaitre has been justified by thermal imaging of the high cycle fatigue phenomenon (see for ex. Poncelet [5]). The heat, which reflects the plastic evolution, is located only on few points. This is opposite to what is observed during a test of monotonic loading. Thus, we must account for the notion of local and microscopic damage statistically distributed.

We can cite many advantages of this modelling we consider as essential, such as:

- The time evolution of the damage which is essential for SHM and the consideration of historical loading;
- The taking into account of all components of the stress tensor and of effect of an average value for the stress;

However, it presents two major drawbacks. The first one concerns the computation time which can be significant if a strategy is not implemented. The second one concerns the model for which it is necessary to lead a calibration over experimental tests by playing with the influential parameters. The whole process of fatigue design is confronted with the presence of uncertainties. It is important to be able to identify, quantify and spread them for a calculation of lifetime. After that, the reduction of some of these uncertainties is necessary to realize a better design of the structures.

2 IDENTIFICATION OF UNCERTAINTIES SOURCES AND USE OF SHM.

It is possible to classify the encountered uncertainties in different categories. The first level of classification consists to distinguish random uncertainties and epistemic uncertainties. Random uncertainties are also called intrinsic uncertainties (natural). The second level distinguishes two types of epistemic uncertainty, both connected to the model uncertainty.

2.1 Random uncertainties (intrinsic)

These uncertainties are internal to the phenomena and it is not possible to reduce them whatever the efforts. In our case, they are present at two levels. (i) The distribution of the results of fatigue (Wöhler curve) cannot be reduced to a deterministic value. The microstructures of the steels are different from a casting sheet or welding to another. Thus, for a given level of applied load, it will always remain a distribution of the number of cycles to failure. (ii) The second phenomenon concerns the environmental data of wave and wind and also marine growth. The uncertainty is especially present in the randomness of the sequence of heights, periods and directions of waves and in the succession of different speeds and directions of wind.
2.2 Epistemic uncertainties

Unlike random uncertainties, epistemic uncertainties can be reduced by making more efforts (improving the quality of manufacture, weld shape, or measurement techniques, strain measurement, increasing the number of experimental trials ...). It is impossible to restore the data distributions to deterministic values, but it is possible to reduce the dispersion.

It is important to take into account the uncertainty integrated in the model. Indeed, no model can perfectly represent reality because of assumptions used. We incorporate uncertainty associated with two scales damage model.

As explained above, the parameters need to be identified to calibrate the model on experimental trials. These tests include an epistemic uncertainty. For instance, it may be reduced by increasing the number of tests and by using sensors whose accuracy is higher.

Environmental data are also affected by epistemic uncertainties because of the precision of the measuring devices (satellite, anemometer ...). This was presented by Magnusson [6]. We can therefore improve knowledge of the phenomenon accumulating records on site. This allows refining the probability density function of environmental parameters.

2.3 Uncertainty assessment from SHM

Some of these uncertainties can be continuously monitored on site: wave and wind parameters from dedicated measurement masts or equipment of structures (with a specific care on corrosion and local stress). For some of them, measurement is still a challenge: marine growth, thickness and roughness, or crack detection and measurement. If continuous monitoring is not available, expensive discrete inspections should be carried out. In this paper, we focus on the benefit of stress monitoring until damage.

3 UPDATING FROM LABORATORY TESTS OR IN SITU RETURNS OF EXPERIENCE

From the literature, we determine a prior distribution of the two scales model parameters from Lemaitre [4], [7]. Then, we propose a Bayesian updating of these distributions based on limited experimental trials by De Jesus [8]. For this, an analytical expression of the model \( N_R = \mathcal{M}_{an}(Z) \) is deduced from Equation (2) by stating \( D = 1 \) where \( N_R \) is the number of cycles at the rupture for a compression-tension test of specimen and \( Z \) is the vector of random variables:

\[
N_R = N_D + \frac{(2ES)^3C(2s + 1)}{3\left(\tilde{\sigma}_A^{2s+1} - (2\sigma_y - \tilde{\sigma}_A)^{2s+1}\right)}D_C
\]

with:

\[
N_D = \frac{(C + 3\mu)p_d}{6(S_A - \sigma_y)} \quad \text{and} \quad \sigma_A = \frac{C\Sigma_A + 3\mu\sigma_y}{C + 3\mu}
\]

Where \( E \) is the elastic modulus, \( \mu \) is the shear modulus and \( \Sigma_A \) is the stress range applied.

Figure 2: Wohler curve, steel S355J2 by De Jesus [8]
Figure 2 shows the trajectories of the applied stress range $\Sigma_A$ depending on the number of cycles to failure. Experimental trials by De Jesus [8] are performed by imposing symmetric strain cycles with zero mean to 10 steel specimen. The stress range is found and shown in the figure for each 1/10th of a decade of number of cycles. The end point of each curve corresponds to the breaking point of the specimen. The Wöhler curve is the curve passing through all these points of rupture. It is possible to identify three curves where the stress range cannot be considered constant during the test. We therefore decided to exclude these values (red dots).

The computation time for identification is a major issue in the case of SHM where the model will be extended to a numerical model involving a calculation of complete structure (in particular the structural node). It is therefore important to limit the size of our probabilistic space. To this end, we propose, in a first step, a sensitivity analysis by elasticity. Indeed, we do not have prior distributions of the parameters in the literature. This will let us to classify parameters depending upon their influence and to consider as deterministic parameters with minor influence.

4 SENSIBILITY ANALYSIS BY ELASTICITY

4.1 Choice of variation ranges of parameters and of their midpoint

A literature review has identified some values of the model parameters. This therefore gives a first assumption on their range of possible variation. The values found were not obtained for steel strictly identical to ours. In a first approach, we must extend the range of variation in the values that seem correct.

<table>
<thead>
<tr>
<th>Table 1: Ranges of variation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S$ [MPa]</td>
</tr>
<tr>
<td>0.01 : 3</td>
</tr>
</tbody>
</table>

The sensitivity analysis by elasticity is achieved with the central values of variation ranges of the model parameters and a stress range that we consider interesting ($\Sigma_A = 325$ MPa). This value is retained because it is the intersection between the phase of low cycle fatigue and high cycle fatigue. This corresponds to a change of slope of the Wöhler curve.

4.2 Analytical expressions for the sensitivity analysis

Following the approach suggested in [9] for monotonic models, we realize a first order Taylor expansion (Equation (4)) of Equation (3) around the mean values, which determines the relative sensibility $\delta N_R / N_R$ from the logarithmic derivative of Equation (3).

$$\frac{\delta N_R}{N_R} = \sum_k S^{N_R}_{A_k} \frac{\delta A_k}{A_k}$$ (4)

With $S^{N_R}_{A_k}$, the weight associated with the parameter $A_k$. We present for example in Equation (5) the expression of the weight associated with parameters $\sigma_y$.

$$S^{N_R}_{\sigma_y} = \left( \frac{N_R - N_d}{N_R} \right)(2s + 1)\sigma_y \frac{3\mu \sigma_A \left( \sigma_A^{2s} + (2\sigma_y - \sigma_A)^{2s} \right)}{N_R \left( C\Sigma_A + 3\mu \sigma_y \right)} - \frac{2(2\sigma_y - \sigma_A)^{2s}}{N_R}$$ (5)

In the case of monotonic regular perturbation around the mean values, the sensitivity can also be expanded as:

$$\frac{\delta A_k}{A_k} \approx \Delta A_k / A_k$$ (6)

4.3 Results analysis

We present the weight obtained from the study of elasticity by considering the ranges of variation and central values of the parameters in table 2.
Table 2: Sensitivity of the parameters and associated weights

<table>
<thead>
<tr>
<th>$\frac{\Delta A_{kh}}{\Delta A_{kh}}$</th>
<th>S</th>
<th>$\sigma_Y$</th>
<th>$p_d$</th>
<th>C</th>
<th>$D_C$</th>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.993</td>
<td>0.250</td>
<td>0.980</td>
<td>0.998</td>
<td>1.000</td>
<td>0.818</td>
<td></td>
</tr>
<tr>
<td>$S_{\frac{A_{kh}}{A_{kh}}}$</td>
<td>5.500</td>
<td>1.764</td>
<td>$5.640 \times 10^{-5}$</td>
<td>20.958</td>
<td>1.000</td>
<td>138.573</td>
</tr>
</tbody>
</table>

There is a disparity in variables weight, $5.640 \times 10^{-5}$ for $p_d$ to 138.573 for $s$. This analysis shows that the most influential variables are $s$, $C$ and $S$. The $s$ parameter has a significant weight because it is an exponent of Equation (2). This first classification should be confirmed by the relative uncertainties on these parameters. These data are not available. Thus, we retain all the variables for the update. In the following, we therefore consider that all the parameters have a prior uniform distribution over the intervals shown above. By considering the classification of both the elasticity study and the uncertainty identification, we will suggest a probabilistic modelling for this steel in section 5.

5 PROBABILISTIC MODELLING AND BAYESIAN UPDATING

5.1 Probabilistic modelling

Before updating, a key issue is to consider the usual steps of a probabilistic mechanical problem:
- Identification of the basic variables.
- Choice of marginal distributions.
- Dependence between variables (co-moments ...).

According with the preceding section, we choose $(C, S, s, \sigma_Y, p_d, D_C)$ as random variables. The probabilistic space is dimension 6. It also decided to consider the elastic modulus and Poisson's ratio as deterministic parameters because of their low $CoV$ (example: $5\%$ for $E$). The choice of a uniform prior distribution includes a non-informative aspect unlike to normal or lognormal distributions for example. Also, we use independent random variables. We are aware that this assumption is strong but at this stage of our study and from expert judgement, no other assumption can be stated.

5.2 Bayesian updating by MCMC

When the state of a structure is inspected and when some predictions of this state from a model has been made, it is interesting to compare them. Differences are observed.

In order to optimize future predictions, it is interesting to update the input parameters of the degradation model taking into account the inspections. To this end, we decide to use Bayesian updating combined with the variability of input parameters [10]. In this article, we carry out this exercise based on experimental fatigue tests published by De Jesus [8] (Figure 2) and with the analytical model $M_{an}(Z)$.

Let $Z$ be a random vector of dimension $n \in \mathbb{N}$ and $p_Z(z)$ the a priori probability density of $Z$. This function can be estimated from experimental data or expert judgment. We consider uniform distributions. Let $Y^{obs}$ be a set of observations for samples $z_p$ at time $t_q$:

$$Y^{obs} = \{y(z_p, t_q); p = 1, ..., P; q = 1, ..., Q\} \quad (7)$$

The observations are realizations of the random vector $Z$. Thus, Bayes' theorem gives the posterior probability density of the random vector $Z$ by:

$$f_X(x) = \frac{1}{c} p_Z(z) L(z, Y^{obs}) \quad (8)$$

Where $L(z, Y^{obs})$ is the likelihood of the observations taking into account the distribution law of $Z$. A normalization constant $c$ is used to define the probability density function $f_Z(z)$.

Here, we focus on the material parameters updating from model outputs [11]. We consider our model $M_{an}(Z)$ where $Z$ is the vector of random variables presented above. We use $Y^{obs}$, a set of
observations of model outputs $M_{an}(Z)$. Two errors can be identified, measurement errors and approximation errors of the model results. Assuming that these errors are independent, we can add them.

$$E = E_{\text{measurement}} + E_{\text{model}}$$  \hspace{1cm} (9)

Each observation $Y^{\text{obs}}$ corresponds to a realization of the measurement/model error $E$.

$$E = \{e(z_p); p = 1, \ldots, P\}$$  \hspace{1cm} (10)

The results of these observations can be written as a function of model $M_{an}(Z)$ and the realization of the measurement/model error $E$.

$$y(z_p) = M_{an}(Z) + e(z_p)$$  \hspace{1cm} (11)

We consider that the error follows a normal distribution and the observations are independent.

$$E \sim N(0, \sigma)$$  \hspace{1cm} (12)

Taking into account the prediction model $M_{an}(Z)$, the likelihood of the observations can be written:

$$L(z, Y^{\text{obs}}) = \prod_{p=1}^{P} \varphi \left( \frac{M_{an}(z) - y(z_p)}{\sigma} \right)$$  \hspace{1cm} (13)

Where $\varphi$ is the probability density function of the error. Thus, posterior distributions of the input parameters are defined by:

$$f_{z, \sigma}(z, \sigma) = \frac{1}{c} p(z)p(\sigma) \prod_{p=1}^{P} \varphi \left( \frac{M_{an}(z) - y(z_p)}{\sigma} \right)$$  \hspace{1cm} (14)

The MCMC procedure is solved using a sequential Metropolis-Hastings algorithm.

5.3 Results

After identification, the coefficients of variation calculated from discrete posterior distributions are given in table 3. The discarded initial samples are known as burn-in: their size is 10000 in our application of the MCMC algorithm and acceptation levels are given in table 3.

<table>
<thead>
<tr>
<th>CoV</th>
<th>$S$</th>
<th>$\sigma_y$</th>
<th>$p_d$</th>
<th>$C$</th>
<th>$D_C$</th>
<th>$s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acceptation levels</td>
<td>15.0%</td>
<td>1.5%</td>
<td>19.0%</td>
<td>11.0%</td>
<td>25.0%</td>
<td>21.0%</td>
</tr>
</tbody>
</table>

Some CoV are high, probably because of the limited available data. Therefore, it will be necessary to have more data to improve the probabilistic model. The on-site monitoring will help it. The effect of the choice of the prior distribution is also important if we have limited data, which is our case.

Figure 3: Superposition of the uniform prior distribution, the discrete posterior distribution and the adjusted posterior distribution ($\sigma_y$ on the left and $s$ on the right)
Figure 3 shows the posterior distributions of two parameters. There are non-symmetric distributions that already provide a first level of information about the probabilistic modelling of the variables (Weibull, Lognormal, etc.). The parameter $s$ is interesting: it shows that this parameter does not necessarily need to have a wide range of variation. It comes from the model shape and benefits our model because it is very sensitive to this parameter which corresponds to an exponent of Equation (1). Informations about $\sigma_y$ are significant too. The model is very sensitive to this parameter because $\sigma_y$ cannot be chosen far from 265MPa. We can also consider that $\sigma_y$ is a deterministic variable.

**CONCLUSION**

The results presented have shown a strong dependence of the model to the material parameters. The parameter $s$ is one of the most important. To limit its significant effect on the model response, we shall control its variation range. The updating method has this property and avoids assumptions on the random variables without measurements. The realization of tests will help to enrich the database and to increase confidence in the posterior distributions. This will be possible through crack monitoring or inspections. Indeed, in this article, Bayesian updating is training because we exactly know the experimental tests associated with a Wöhler curve. The SHM let us to know the real time series of stress undergone by the structure. Thus, we will be able to update the material parameters of the model and to predict the remaining lifetime. One condition is to provide a robust and not time-consuming structural model, which is a perspective of this work.
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