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Abstract

Several advanced pre- and post-processing tools have been developed over the last two decades, to enhance the performances of pulse thermography, in terms of defect detection and characterization. Two of the most efficient techniques are the Thermographic Signal Reconstruction (TSR), proposed by Shepard et al. in 2001, including a recent development based on the use of the polynomial coefficient images proposed by Roche et al. in 2014, and the early detection at emerging contrast, proposed by Krapez et al. in 1994. The stake of this work is to show how these tools, commonly used for pulse-heating, can be applied to step-heating.

The work was divided in two parts: the theoretical and analytic study is reported in the present article; the matching experimental results are discussed in a second, separate article.

1. Introduction

Time-resolved thermographic techniques for non-destructive evaluation (NDE) are varied, depending on the type of thermal stimulations: short-pulse (Dirac), step-heating, squared-shaped-heating. For most applications, the pulse technique is used [1-4]. It offers many advantages (rapid measurement, simple set-up, easy physical interpretation). This is why several tools have been developed to improve the pre- and post-processing of thermal data and images, such as the Thermographic Signal Reconstruction (TSR) [5-7] and the early detection/characterization method, based on emerging contrast [8-10]. The principles of both methods have been previously presented and illustrated in separate publications devoted to pulse thermography. The application of these processing tools to step-heating and square-shaped heating (which can be regarded as the succession of a "positive" step-heating and a "negative" one) could give more attractiveness to these techniques, which, although less popular than pulse-heating, remain a possible alternative [11-14] to detect deep defects and a way to decrease the maximum temperature reached by the tested samples. Until now, very few attempts of such application have been made and without any theoretical basis [15].

In this context, the aim of the present work is to justify and illustrate the application of these tools to step-heating. In particular, our study proposes to theoretically (Part I, present article) and experimentally (Part II, companion article [16]) investigate the potential of the TSR and early detection methods for step-heating thermography and to compare the results with those of pulse-heating.

2. Analytic modeling of front-face step-heating thermograms

In this section, the front-face temperature increase \( \Delta T \), resulting from a step-heating excitation, is analytically modeled in the four following “standard” configurations:

- semi-infinite medium, with no defect;
- slab of thickness \( L \), with no defect;
- slab with a defect of infinite thermal resistance, embedded at a depth \( z_d = L \);
- slab with a defect of finite thermal resistance, embedded at a depth \( z_d = L \).

For each configuration, the medium is supposed to be homogeneous and adiabatic; as for the defect, its lateral dimensions are supposed to be large enough to avoid 2D or 3D effects.

2.1. Semi-infinite medium with no defect

The temperature increase of the front-face of a semi-infinite medium (or a thermally thick slab), caused by a step-heating, is given by the simple Equation (1):

\[
\Delta T = \frac{2q}{\varepsilon} \sqrt{\frac{t}{\pi}}
\]

where \( q \) is the heat flux density, \( \varepsilon \) the material effusivity and \( t \) the time. Consequently, in a log-log diagram, the associated curve is a straight line of slope +1/2.
2.2. Slab with no defect

In the case of a slab of finite thickness $L$, the front-surface temperature increase is given by:

$$\Delta T = \frac{2 q}{\kappa} \sqrt{\frac{\pi}{\kappa t}} \left[ 1 + \sqrt{\pi} \sum_{n=1}^{\infty} 2 \text{ierfc} \left( \frac{n}{\sqrt{\kappa t/L}} \right) \right]$$  \hspace{1cm} (2)

where ierfc is the integral of the complementary error function erfc, and $\kappa$ the thermal diffusivity. A non-dimensional form of this equation is:

$$\frac{\Delta T}{q L / k} = 2 \frac{\sqrt{F_0 L}}{\kappa} \left[ 1 + \sqrt{\pi} \sum_{n=1}^{\infty} 2 \text{ierfc} \left( \frac{n}{\sqrt{F_0 L}} \right) \right]$$  \hspace{1cm} (2')

where $k$ is the material thermal conductivity and $F_0 L$ the Fourier number relative to the thickness $L$: $F_0 L = \kappa t / L^2$. This expression can also be written as:

$$\frac{\Delta T}{q L / k} = 2 \sqrt{\frac{F_0 L}{\kappa}} \left[ 1 + 2 \sum_{n=1}^{\infty} \exp \left( -\frac{n^2}{F_0 L} \right) - \frac{n \sqrt{\pi}}{\sqrt{F_0 L}} \text{erfc} \left( \frac{n}{\sqrt{F_0 L}} \right) \right]$$  \hspace{1cm} (2'')

2.3. Slab with defect of infinite thermal resistance

The solution for a large-extent defect of infinite thermal resistance embedded at a depth $z_d$ in a semi-infinite medium or in a slab is identical to the one obtained for a homogeneous slab. In this case, Equations (2-2'') are relevant for the defective zone, replacing the slab thickness $L$ by the defect depth $z_d$ and the Fourier number $F_0 L = \kappa t / L^2$ by $F_0 d = \kappa t / z_d^2$.

The relative contrast $C_r$ created by the defect is then deduced from Eq. (1, 2) for short times (early contrast):

$$C_r = \frac{\Delta T_d - \Delta T_{\infty}}{\Delta T_{\infty}} = 2 \sum_{n=1}^{\infty} \text{ierfc} \left( \frac{n}{\sqrt{F_0 d}} \right)$$  \hspace{1cm} (3)

or from Equation (2) for any time:

$$C_r = \frac{\Delta T_d - \Delta T_{\infty}}{\Delta T_{\infty}} = 2 \sqrt{\frac{\pi}{\kappa t}} \left[ \sum_{n=1}^{\infty} \text{ierfc} \left( \frac{n}{\sqrt{F_0 d}} \right) - \sum_{n=1}^{\infty} \text{ierfc} \left( \frac{n}{\sqrt{F_0 L}} \right) \right]$$  \hspace{1cm} (3')

Limiting the studied time-domain to relative contrasts lower than 5%, expression (3) applies, and, by analogy with the asymptotic expression ($R_d = \infty$) proposed for pulse-heating [3,14],

$$C_r \approx 2 \exp \left( -\frac{1}{F_0 d} \right)$$  \hspace{1cm} (4)

the relative contrast resulting from a step-heating excitation can be approximated by Eq. (5):

$$C_r \approx 0.470 \exp \left( -\frac{1.225}{F_0 d} \right)$$  \hspace{1cm} (5)

2.4. Slab with defect of finite thermal resistance

For a slab with a large-extent defect of finite normalized thermal resistance $R_d = z_d \rho_d / k$, $z_d$ and $\rho_d$ being respectively its depth and thermal resistance, and $k$ the slab thermal conductivity, a solution can be obtained using the analytical solution proposed in [2] or the quadrupole method [13]. With this approach, followed by [4, 11], the emerging contrast (relative contrast lower than 5%) created by the defect is seen as the difference between the solution of the defective slab, $\Delta T_d$, and the solution of the semi-infinite medium with no defect, $\Delta T_{\infty}$ - Equation (1).

Similarly to the expression adopted for pulse-heating [6, 8], reminded by Equation (6):

$$C_r \approx 2 \exp \left( -\frac{1}{F_0 d} \right) \left[ 1 - 2 \frac{F_0 d}{R_d^2 + 2 F_0 d} \right]$$  \hspace{1cm} (6)

an analytical approximation can be given as well for step-heating, for a finite thermal resistance (Equation (7)):

$$C_r \approx 0.470 \exp \left( -\frac{1.225}{F_0 d} \right) \left[ 1 - \frac{\sqrt{F_0 d}}{R_d^2 + \sqrt{F_0 d}} \right]$$  \hspace{1cm} (7)
3. Relevance of the TSR processing for step-heating

3.1. TSR technique: recall of the basics

As theorized by Schenck [17] and recalled in [3], the “rectification” of a curve, i.e. making a part of it linear, is very useful since it defines a domain “anticipated by theoretical expectations and provides confirmation by slope measurements that theory and experiments are in fair agreement” [17]. For pulse thermograms, this rectification is obtained by plotting the temperature rise ΔT as a function of time t in a log-log diagram: following a thermal pulse, the surface temperature decay of a semi-infinite medium (or its first part in the case of a slab) becomes a straight line, with a \(-1/2\) slope, indicating that the 1-D diffusion law is applicable (Fig. 1a). In the case of a damaged medium, the thermograms associated with its sound zone follow this linear behavior, while the ones associated with the local defects deviate from it after a certain time, which makes their detection possible.

The described linear behavior, observed in a log-log plot, justifies the idea to perform a logarithmic polynomial global fitting of the thermograms:

$$\log_{10}(\Delta T) = a_0 + a_1 \log_{10}(t) + a_2 \left[ \log_{10}(t) \right]^2 + \ldots + a_n \left[ \log_{10}(t) \right]^n$$

Their logarithmic differentiations, which are the basis of the TSR method, not only provide a better signal-to-noise ratio (SNR) to pulse thermographic NDE and enhance defect detectability, but also allow a drastic data compression.

In the present work, the possibility to apply the TSR technique to step-heating thermography is theoretically established in the case of a slab without defect or with a defect of infinite thermal resistance. A comparison with pulse thermography is made, based on the criteria of defect detectivity and detection precociousness, two key-parameters related to the SNR and sharpness of the defect images.

3.2. Application of TSR to step-heating

The rectification of the front-face step-heating thermograms is achieved by their plotting in a log-log scale, similarly to what is done for pulse-heating.

Figure 1 illustrates the typical normalized thermograms for both heat deposition types: as expected, two asymptotes are found for pulse-heating (-1/2 slope for short times and null-slope for late times), as well as for step-heating (+1/2 slope for short times and +1 slope for late times).

![Fig. 1. Similarities of the thermograms and logarithmic derivatives in the case of a slab of thickness L submitted to pulse- (a) and step- (b) heating. Same results would be observed for an infinite thermal resistance defect embedded at a depth \(z_d = L\) in a semi-infinite medium or in a slab.](image)

Let us note that, due to the difficulty to have a reliable and accurate knowledge of the parameters of the experiment (heat flux density \(q\) for step-heating; fluence \(Q\) for pulse-heating) and of the sample characteristics (thickness \(L\), thermal conductivity \(k\) and thermal diffusivity \(\kappa\)), the thermograms can simply be normalized by one value taken shortly after the beginning of the heat deposition to mitigate the non-uniform heat deposition. Such an operation is easy for pulse-heating but problematic for step-heating because of the very low SNR of the thermal signal at that moment. The logarithmic derivatives, on the contrary, are automatically normalized.

\(^1\) The meaning of the term "rectification" is here different from the classic one used in mathematics for the determination of the length of an irregular arc segment.
For both types of stimulation, the $F_0$, domain relevant for NDE purposes (i.e. relevant to assess parameters such as thickness and defect depth) is the transition between the asymptotes. Indeed, for low and high Fourier numbers, the sensitivity to the defect is negligible. The extent of this domain of interest is much larger for step-heating than for pulse-heating, as it can be seen in Fig. 1 and Table 1. This makes step-heating pertinent for thick materials and deep defects. However, this domain occurs later for step-heating, which is a drawback, since it favors the data contamination by 3D thermal diffusion effects (blurred images).

<table>
<thead>
<tr>
<th>Type of experiment</th>
<th>Maximum of contrast</th>
<th>Extension of $F_0$ domain usable for thickness defect depth identification</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>First derivative</td>
<td>Second derivative</td>
</tr>
<tr>
<td>Pulse-heating</td>
<td>0.5</td>
<td>1.09</td>
</tr>
<tr>
<td>Step-heating</td>
<td>0.5</td>
<td>0.482</td>
</tr>
<tr>
<td>Step/Pulse ratio</td>
<td>1.0</td>
<td>0.442</td>
</tr>
</tbody>
</table>

Table 1. Comparison between pulse- and step-heating potential for thickness or defect depth identification by methods based on logarithmic derivatives exploitation (TSR method).

Let $\Delta T'$ and $\Delta T''$ be the first and second logarithmic derivatives of the thermogram $\Delta T$. To compute them, a simpler analytical expression of $\Delta T'$ [18-20] can be used:

$$\Delta T' = \frac{\Delta T}{qL/k} = \frac{1}{3} + F_0 - 2 \sum_{n=1}^{\infty} \frac{\exp(-n^2\pi^2 F_0)}{n^2\pi^2}$$

leading to the following expressions of $\Delta T'$ and $\Delta T''$:

$$\Delta T'' = \frac{d^2 \log_{10}(\Delta T)}{d \log_{10}(F_0)^2} = F_0 \left[ 1 + 2 \sum_{n=1}^{\infty} \frac{\exp(-n^2\pi^2 F_0)}{\Delta T} \right]$$

$$\Delta T''' = \frac{d^3 \log_{10}(\Delta T)}{d \log_{10}(F_0)^3} = 2.30216 F_0 \left[ \frac{\Delta T''(1 - \Delta T'') - 2 F_0 \sum_{n=1}^{\infty} n^2 \pi^2 \exp(-n^2\pi^2 F_0)}{\Delta T} \right]$$

The time-evolutions of these derivatives are plotted in Figure 1 and compared to the ones for pulse-heating, taken from [21]. Pulse- and step-heating curves are similar, at least at the beginning of the transition period when an early detection can be achieved. For sake of comparison, the step-heating derivative curves are shifted along the y-scale (Fig. 2), in order to point out the following similarities with pulse-heating:

- the amplitude of variation of the first derivative is the same in both step- and pulse-heating;
- the time-evolution of the rising part of the step-heating second derivative seems to be very well approximated by a Gaussian, which was demonstrated in [21, 22] for pulse-heating (for the whole curve).

Fig. 2. Analogy of the shapes of (a) the first and (b) second logarithmic derivatives for pulse- and step-heating (same case as for Fig. 1).
On the other hand, several differences with pulse-heating can still be observed:

- for step-heating, the parameter governing the evolution of the first logarithmic derivative is not, as a first approximation, the Fourier number, but its square root, which has to be linked to the expression describing the contrast generated by defects (see Eq. (7));
- the three remarkable points defined as (i) the intersection of the two asymptotes of the thermograms, (ii) the half-rise of the first derivative and (iii) the maximum of the second derivative, do not occur for the same Fourier number anymore;
- the amplitude of the second derivative maximum is lower for step-heating, which must lead to a lower defect detectivity.

From Figure 3, the "early" times, associated with a 1% relative contrast on the thermograms and on the logarithmic derivatives, can be assessed for pulse- and step-heating. As for early detection matters, it appears that the "precession of the emerging contrast" due to the successive differentiations, described in [3, 21] for pulse-heating, is also observed for step-heating. The values of these early times are displayed in Table 2 and compared to the characteristic times (asymptote intersection of thermogram, first derivative half-rise and second derivative maximum). The ratios of these parameters, which can be considered as image sharpness indicators, are computed: they show that pulse-heating is always more satisfactory than step-heating, no matter what type of image is considered (temperature, first or second logarithmic derivative) and what approach is chosen (imaging and identification at characteristic points or early detection and characterization based on emerging contrast).

![Fig. 3. "Precession" of the early defect detection due to successive differentiations. Comparison between pulse- (a) and step- (b) heating for the thermograms and their logarithmic derivatives (same case as for Fig. 1).](image)

<table>
<thead>
<tr>
<th>Type of experiment</th>
<th>Characteristic times (Fo)</th>
<th>Early detection approach (Fo for 1% of relative contrast)*</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Thermogram asymptote intersection</td>
<td>First derivative half-rise</td>
</tr>
<tr>
<td>Pulse-heating</td>
<td>0.318</td>
<td>0.318</td>
</tr>
<tr>
<td>Step-heating</td>
<td>1.27</td>
<td>1.000</td>
</tr>
<tr>
<td>Sharpness ratio (step/pulse)</td>
<td>0.250</td>
<td>0.318</td>
</tr>
</tbody>
</table>

*For the the derivatives, it is 1% of the maximum of the relative contrast which is considered.

Table 2. Comparison between pulse- and step-heating potential for thickness or defect depth identification by the logarithmic derivatives exploitation coupled with the early detection approach. Values are taken from the analysis of the thermograms and their logarithmic derivatives (Fig. 1 and 3).

The next step consists in evaluating the contrasts created by a defect, both for pulse-heating (from Eq. (4,6)) and step-heating (exact values and approximated ones, deduced from Eq. (5,7)). Their time-evolutions are compared in Fig. 4: in both cases, the influence of the thermal resistance decreases when the contrast tends to zero. Nevertheless,
this convergence towards the asymptotic case \( R_0 \to \infty \), remarkable for pulse-heating, is not very pronounced for step-heating. This will have a negative influence on the accuracy of the identification of the defect depth by the early detection approach, as it will be shown in the next section.

![Graph](image)

**Fig. 4.** Time-evolution of the emerging relative contrast for various defects of normalized thermal resistance \( R_d \), embedded at depth \( z_d \). (a) pulse-heating; (b) step-heating.

### 3.3. Discussion

The limits of this theoretical study are twofold: first, the slabs are supposed perfectly adiabatic; second, only the case of an infinite thermal resistance is considered for the study of the derivatives. In reality, this resistance may vary considerably, which would have an influence on the results presented in Table 2. However, at least as a first approximation, the trends deduced in this article can be considered as realistic.

The influence of the defect thermal resistance on the temperature rise contrast has been studied, showing a behavior of the step-heating thermograms slightly different from the one of pulse-heating thermograms. This will have an influence on the accuracy of the identification of the defect parameters \( z_d \) and \( R_d \), as it will be shown in the next sections.

The TSR operations (therogram fitting by a logarithmic polynomial, logarithmic differentiations and subsequent detection precession) lead to analogous results for both pulse- and step-heating, which allows us to assume that the TSR technique is applicable to step-heating and will lead to similar results, in particular for:

- defect detectivity enhancement by use of derivative images;
- all-defect imaging by a unique, composite image built from the fitting logarithmic polynomials coefficients [7].

These conclusions and assumptions are experimentally discussed in Part II of this article [16].

### 4. Relevance of the early detection approach for step-heating

The early detection/identification concept has been applied not only in the NDE domain, but also in the field of thermophysics [10]. For thermographic NDE, it has been proposed at the beginning of the nineties [8, 9]. Nevertheless, it has been scarcely applied, mainly because of the poor thermal sensitivity of the infrared cameras that were available at that time and because of the complexity of certain procedures to practically apply the idea. That explains why, a few works excepted, most of the thermography studies kept on focusing on the contrast SNR issue and were therefore based on the maximum contrast approach.

Today, the high sensitivities and high frame rates reached by infrared cameras make the quantitative use of the emerging contrast reliable. The use of the TSR method as a data pre-processing, leading to excellent signal-to-noise ratios (SNRs), gives even more credit to the technique.

#### 4.1. Early detection approach: recall of the basics

The early detection approach relies on the following six operations:

- step 1: choice of a model, generally 1D, simpler than the actual configuration;
- step 2: choice of an early-time window for the analysis of the thermograms, so that very few parameters be influent (ideally only one);
- step 3: solving of the inverse problem in these conditions, preferentially using explicit relations;
- step 4: analysis of the evolution with the contrast of the so-identified parameter, for the assessment of its accuracy;
- step 5: choice of a fitting function for this evolution;
- step 6: extrapolation to zero-contrast to make the most precise estimation of the parameter.

The application of this procedure to pulse thermography has been described in details and the intrinsic accuracy of the identification of the defect depth and thermal resistance has been evaluated in [3]. The same method is presently applied to step-heating and the results compared to the ones taken from [3].

4.2. Application of early detection to step-heating

For emerging contrast (1% ≤ Cr ≤ 5%), a simple expression of the defect depth zd can be deduced from Eq. (5):

$$ z_d = 0.903 \sqrt{\kappa t \ln \left[ \frac{0.470}{C_r(t)} \right]} $$

This expression is valid only for an infinite thermal resistance (asymptotic law $R_d \rightarrow \infty$, see Fig. 4b) and must be considered as a first-order approximation. It is analogous to the one found for pulse-heating:

$$ z_d = \sqrt{\kappa t \ln \left[ \frac{2}{C_r(t)} \right]} $$

The defect depth can be evaluated for various values of the emerging contrast $C_r(t)$, the choice of the contrast threshold depending on the noise of the thermogram. The so-identified defect depths $z_d(C_r)$ suffer from a bias due to the fact that the actual thermal resistance of the defect is not infinite: the lower the thermal resistance, the higher the error. Similarly to what was previously shown for pulse-heating in [3] (Fig. 5a), Fig. 5b shows that, for emerging contrasts of a few percents, the error is a quasi-linear function of the relative contrast. For a few values of contrast, it is then possible to evaluate the depth and to perform a linear extrapolation to zero-contrast, which leads to the best possible estimate of $z_d$: $z_d(C_r=0)$. Errors on the extrapolated $z_d$ value do not exceed a few percents (less than 4 % for $R_d^* = 1$).

Fig. 5. Accuracy of the identified defect depth: illustration of the benefit to linearly extrapolate to zero-contrast. (a) pulse-heating, using the 1st-order expression (13); (b) step-heating, using the 1st-order expression (12).

The comparison between pulse- and step-heating is in favor of pulse-heating, the extrapolated values of $z_d$ being more precise in this latter case. It is confirmed by considering the empirical relations that can be deduced between the error and the normalized thermal resistance:

- for step-heating:

$$ \log_{10} \left( \frac{\Delta z_d}{z_d} \right)_{Cr=0} = 0.54 - 0.89 \log_{10} \left( R_d^* \right) $$

- for pulse-heating:

$$ \log_{10} \left( \frac{\Delta z_d}{z_d} \right)_{Cr=0} = 0.20 - 0.83 \log_{10} \left( R_d^* \right) $$
As illustrated in Fig. 6, the identified defect depth at zero-contrast is 2.2 times more accurate with the pulse-heating than with the step-heating. It should also be noted that apart from enhancing the intrinsic accuracy of the identification, the extrapolation procedure also enhances its precociousness, which reduces the effects of lateral heat transfer.

Fig. 6. Errors on the defect depth identified from the emerging contrast, using the asymptotic relation (12) and a linear fitting followed by extrapolation to zero-contrast for step-heating and comparison to the same approach applied to pulse-heating, using relation (13).

Once the depth is estimated, it is possible to identify the normalized thermal resistance \( R_d^* \) using the following expression derived from the second-order Eq. (7) in which the Fourier number is evaluated from the extrapolated defect depth value \( z_d(Cr=0) \):

\[
R_d^* = \frac{C^*_d(t) \sqrt{Fo_d}}{0.47 \exp(-1.225/Fo_d) - C^*_d(t)}
\]

The thermal resistance can then be deduced:

\[
R_d = \frac{R_d^* z_d}{k} = \frac{C^*_d(t) \sqrt{T}}{\frac{1}{0.47 \exp[-1.225/(\kappa t z_d z_d))] - C^*_d(t)}}
\]

For this identification of the thermal resistance, experimental values of the contrast have to be chosen slightly higher than the ones used for the depth identification (since the contrast is not influenced by the thermal resistance for short times), but not too much to minimize the 3D effects. In order to better define the optimal conditions for the thermal resistance identification, the accuracy on the identified value of \( R_d^* \) has been evaluated using formula (16) for various \( For_d \) and relative contrast \( Cr \). Here, the relative error on \( R_d^* \), \( \Delta R_d^* / R_d^* \), is due to the error on the defect depth, \( (\Delta z_d / z_d)_{Cr=0} \), assuming that the value \( (\Delta z_d / z_d)_{Cr=0} \) is not corrected using Eq. (14). So the present evaluation of \( \Delta R_d^* / R_d^* \) must be considered as very pessimistic.

Fig. 7. Intrinsic accuracy of the identified thermal resistance of the defect using the defect-depth already identified from extrapolation to zero-contrast: (a) pulse-heating, taken from [3]; (b) step-heating, using Eq. (16).
The results presented in Fig. 7b show that the errors on $R_d$ are:
- much higher than those on the defect depth (roughly by a factor of 4, as seen in Fig. 6);
- more important than the errors on $R_d$ identified by the pulse technique (given in Fig. 7a).

Moreover, it is shown that the identification must be done for contrast values not too low (typically higher than 1.5 %), in order to guarantee errors not exceeding 100 %.

Figure 8 presents the same results as the ones of Figure 7b under a more practical way, the error $\Delta R_d / R_d$ being given as a function of the directly measured parameters: time and contrast.

**Fig. 8.** Step-heating intrinsic accuracy of the identified thermal resistance of the defect using the defect-depth already identified from extrapolation to zero-contrast: presentation as a function of the Fourier number and the thermal contrast.

Finally, once the thermal resistance is identified, it is possible to estimate the error on the identified defect depth using Eq. (14), $\langle \Delta z_d / z_d \rangle_{0 \rightarrow \infty}$. The subtraction of this estimated error to the initially identified defect depth improves the accuracy of the latter, and the so-corrected value of $z_d$ can be introduced in Eq. (17), leading to a better estimate of the thermal resistance.

4.3. Discussion

The intrinsic accuracy of the proposed identification has been evaluated and compared to the one reached with a pulse-heating excitation. The biases on the identified defect depth and thermal resistance are respectively 2.2 times and 4 times higher for step-heating than for pulse-heating.

A correction of the bias of the defect depth is proposed, which notably mitigates both depth and thermal resistance final biases. The improvements have not been evaluated because that would be of no real use since other errors, linked to signal noise and lateral heat conduction due to the limited extent of defects, are known to affect the results and may become preponderant.

5. Concluding remarks and prospects

The aim of the present work was to show how the tools used for front-face thermographic monitoring of pulse-heating (TSR and early detection) were still relevant for step-heating.

It has been shown that the TSR operations (thermogram fitting by a logarithmic polynomial, logarithmic differentiations and subsequent detection precession) lead to analogous results for both pulse- and step-heating. This allowed us to assume that the TSR technique is applicable to step-heating and will lead to similar results: enhancement of defect detectivity by use of derivative images and all-defect imaging by the synthesis of a unique, composite image from the polynomial coefficients.

The early detection and characterization approach, based on the emerging contrast generated by defects, has been applied to step-heating. The intrinsic accuracy of the identified defect parameters (depth and thermal resistance) turns out to be not as good as the one obtained with pulse-heating. However, even though the identification of defect depth is 2.2 times less accurate than for pulse-heating, the error does not exceed a few percents. The conclusions are not as satisfactory for the thermal resistance identification, which is 10 times less accurate than for depth identification.

These theoretical results now have to be validated by experiments, with real-life issues such as noisy signals and lateral diffusion effects. This work, fully carried out in ONERA, is reported and discussed in Part II of this study [16].
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