Analysis of Thermal Diffusivity of Metals using Lock-in Thermography
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Abstract

The thermal diffusivity, $\sigma$, is determined for sheets of different metals by means of an approach based on lock-in thermography in combination with periodical laser heating. Different lock-in frequencies are used to obtain the frequency-dependent phase behavior of thermal waves generated by laser pulses. A subsequent curve fitting provides the coefficients required to determine the thermal diffusivity. To evaluate the effect of ambient conditions, the measurements are also performed in vacuum. A comparison with literature data substantiates that lock-in infrared thermography is a promising approach for the determination of the thermal diffusivity.

1. Introduction

An accurate knowledge of thermal material properties is important for various technical applications. The thermal diffusivity, $\sigma$, is a complex material parameter which depends on the thermal conductivity, $k$, the specific heat capacity, $c_p$, as well as the mass density, $\rho$. The infrared (IR) lock-in thermography approach is based on the generation of thermal waves in the material under investigation. The thermal response is then recorded by an IR camera and is analyzed for the amplitude and phase information of the thermal waves.

This work focuses on the analysis of the thermal diffusivity of different metal samples of various thicknesses under periodical heating by laser pulses. Contact-free and non-destructive (active) IR lock-in thermography enables the detection of the amplitude and phase information by monitoring the temporal development of the surface temperature [1]. The measured phase data and lock-in frequency are fitted based on the three-dimensional heat equation and thereon, the thermal diffusivity is determined. A comparison between measurements under ambient conditions and in vacuum is also carried out.

2. Experimental details

The metal samples under study are sheets of brass (CuZn37 / Ms63), stainless steel (AISI304 / EN1.4301) and structural steel (St1403 / EN1.0338), each with dimensions of 75 mm x 100 mm and different thicknesses of 0.5 mm, 0.8 mm, 1.0 mm, and 1.5 mm. An overview of the investigated samples is given in Table 1. To maximize optical absorption and to enable a uniform emissivity, the sample surfaces are painted black on both sides.

Table 1. Materials and thicknesses of the investigated samples.

<table>
<thead>
<tr>
<th>Samples</th>
<th>thickness / mm</th>
</tr>
</thead>
<tbody>
<tr>
<td>brass (CuZn37 / Ms63)</td>
<td>0.5, 0.8, 1.0 and 1.5</td>
</tr>
<tr>
<td>stainless steel (AISI304 / EN1.4301)</td>
<td>0.5, 0.8, 1.0 and 1.5</td>
</tr>
<tr>
<td>structural steel (St1403 / EN1.0338)</td>
<td>1.0 and 1.5</td>
</tr>
</tbody>
</table>

For the analysis of thermal diffusivities, the setup consists of an IR camera, a laser diode for optical heating, a sample holder and a lock-in synchronization box, as shown in Fig. 1(a). The entire setup is placed in a closed sample chamber, entirely in black, to screen it from thermal radiation from the external environment. To evaluate the effect of convection, the measurements are also performed in a closed vacuum chamber, see Fig. 1(b). This chamber includes two glass windows: a sapphire glass that is transparent for IR radiation and a borosilicate glass transparent for the laser wavelength of 980 nm. For the measurements, the chamber is evacuated to pressures below 10 mbar. The IR camera (InfraTec ImageIR 8380S) uses an indium antimonide (InSb) focal plane array (FPA) snapshot detector with a geometric resolution of 640 x 512 px²; the spectral range for detection is between 2.0 µm and 5.7 µm.
Fig. 1. Lock-in thermography setup to measure the amplitude and phase information of thermal waves (a) under ambient conditions and (b) in vacuum. The laser operates at a wavelength of 980 nm and has an optical output power of 100 mW. The sample surface is coated in black to increase optical absorption.

For lock-in thermography measurements, the laser is positioned directly below the sample, while the IR camera lens is placed 20 cm from the sample. The excitation laser with a power of 100 mW at 980 nm is directly focused to the center of the sample. The laser and the IR camera are connected to the lock-in box which synchronizes the image capturing with the laser pulses at a certain lock-in frequency, \( f \). The modulated laser beam generates thermal waves in the material. The surface temperature, \( T \), the amplitude, \( A \), as well as the phase delay, \( \phi \), are recorded at the backside of the sample. Assuming a harmonic heat generation, the system can be described by the non-steady-state heat equation:

\[
\frac{1}{\sigma} \frac{d}{dt} T - \Delta T = \frac{g}{k}
\]

where \( k \) is the thermal conductivity, \( g \) the volumetric heat rate and \( \sigma \) the thermal diffusivity which is defined as:

\[
\sigma = \frac{k}{\rho \cdot c_p}
\]

with \( \rho \) the mass density and \( c_p \) the specific heat capacity.

To calculate the temperature distribution, the three-dimensional heat equation needs to be solved by assuming a harmonically oscillating point source in spherical coordinates. This leads to [1]:

\[
T(r,t) = A \cdot \exp\left(\frac{-r}{\sqrt{\sigma/\pi \cdot f}}\right) \cdot \exp\left(i\left(\omega t - \frac{r}{\sqrt{\sigma/\pi \cdot f}}\right)\right)
\]

The phase delay of the thermal wave, \( \phi_{\text{wave}} \), can be expressed as

\[
\phi_{\text{wave}} = \frac{r}{\sqrt{\sigma/(\pi \cdot f)}}
\]

The total phase delay, \( \phi \), obtained from lock-in measurements, consists beside the phase of the heat wave, \( \phi_{\text{wave}} \), also of a system-depending phase delay, \( \phi_{\text{system}} \).

\[
\phi = \phi_{\text{system}} - \phi_{\text{wave}} = \phi_{\text{system}} - \frac{r}{\sqrt{\sigma/(\pi \cdot f)}}
\]

Introducing the variable \( \alpha \), which contains the thermal diffusivity, \( \sigma \), as well as the penetration depth, \( r \), is given by
Eventually, the phase delay, $\phi$, of the thermal wave can be expressed as follows:

$$\phi = \phi_{\text{system}} - r \cdot \sqrt{\frac{\pi}{\alpha}} \cdot \sqrt{f} = \phi_{\text{system}} - \alpha \cdot \sqrt{f}$$

For each sample, the lock-in frequency, $f$, is varied within a specific range and the corresponding phase delay is subsequently plotted versus the lock-in frequency. To determine the thermal diffusivity, $\alpha$, the measured phase delay is analyzed on the basis of Eq. (6). The obtained fitting parameter, $\alpha$, is then used to calculate the thermal diffusivity, $\sigma$.

3. Results and Discussion

3.1. Lock-in thermography

To determine the thermal diffusivity, $\sigma$, the amplitude and phase information of the generated thermal waves are measured. To ensure reproducibility of measurements, an initial warm-up time of several minutes is necessary to allow for the temperature, amplitude and phase information to stabilize. For each sample, a frequency range between 0.25 Hz to 49.5 Hz is set. The time between measurements at different frequencies was kept as short as possible to avoid cooling of the sample. Fig. 2(a) shows a thermographic image of the stainless steel sample (EN1.4301) after several minutes of laser heating with a lock-in frequency of 1.0 Hz. Due to the increase of the temperature resolution by lock-in thermography, Fig. 2(b) shows the amplitude of the thermal waves. For the analysis of the thermal diffusivity, the phase information as shown in Fig. 2(c) is directly recorded at the location of the maximum amplitude.

![Fig. 2. (a) Thermographic image, (b) amplitude, and (c) phase information of stainless steel (EN1.4301) after several minutes of laser heating at a lock-in frequency of 1.0 Hz. The phase information is an essential parameter to determine the thermal diffusivity.](image)

3.2. Analysis of the thermal diffusivity under ambient conditions

Figures 3(a) to 3(c) show the experimentally determined phase delays (scatter) along with their corresponding fitting curves (solid lines) for three different materials, namely brass, stainless steel and structural steel. Due to the detection limit of the IR camera, only phase delays obtained for amplitude signals larger than 10 mK, can be precisely determined. Fig. 3(d) depicts the comparison between the calculated thermal diffusivities, $\sigma$, and their literature counterparts for the three different materials. These results are also summarized in Table 2.
Table 2. Comparison of calculated thermal diffusivity values for different materials to literature data.

<table>
<thead>
<tr>
<th>Samples</th>
<th>thickness / mm</th>
<th>thermal diffusivity / 10^{-6} m^2 · s^{-1}</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>experiment</td>
<td>literature</td>
</tr>
<tr>
<td>brass (CuZn37 / Ms63)</td>
<td>0.5</td>
<td>34</td>
</tr>
<tr>
<td></td>
<td>0.8</td>
<td>40</td>
</tr>
<tr>
<td></td>
<td>1.0</td>
<td>40</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>41</td>
</tr>
<tr>
<td>stainless steel (AlSi304 / EN1.4301)</td>
<td>0.5</td>
<td>3.6</td>
</tr>
<tr>
<td></td>
<td>0.8</td>
<td>3.9</td>
</tr>
<tr>
<td></td>
<td>1.0</td>
<td>4.0</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>4.1</td>
</tr>
<tr>
<td>structural steel (St1403 / EN1.0338)</td>
<td>1.0</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td></td>
<td>17.1 [4]</td>
</tr>
</tbody>
</table>

Fig. 3. (a) to (c) experimental phase delays (scatter) and the corresponding fitting curves (solid lines) and (d) calculated thermal diffusivities for different materials and thicknesses and corresponding literature values (dashed lines).
3.3. Measurements in a vacuum chamber

Fig. 4(a) shows the experimental phase delays (scatter) in vacuum and the corresponding fitting curves (solid lines) for stainless steel. Due to the high absorption of the windows installed in the vacuum chamber, only the stainless steel sample shows reliable amplitude and phase values. Fig. 4(b) depicts the calculated thermal diffusivities, \( \sigma \), for different thicknesses of stainless steel. The results are as summarized in Table 3.

![Fig. 4. (a) Experimental phase delays (scatter) in vacuum and the corresponding fitting curves (solid lines), (b) calculated thermal diffusivities, \( \sigma \), for stainless steel.](image)

<table>
<thead>
<tr>
<th>samples</th>
<th>thickness / mm</th>
<th>thermal diffusivity / ( 10^{-6} ) m(^2) \cdot s(^{-1})</th>
<th>experiment</th>
<th>Literature</th>
</tr>
</thead>
<tbody>
<tr>
<td>stainless steel (AISI304 / EN1.4301)</td>
<td>0.5</td>
<td>3.7</td>
<td></td>
<td>3.8 [2]</td>
</tr>
<tr>
<td></td>
<td>0.8</td>
<td>4.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.0</td>
<td>3.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.5</td>
<td>3.8</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4. Conclusion

Comparison between experimental results and corresponding literature data demonstrates the promising potential of the proposed lock-in thermography approach to determine the thermal diffusivity by fitting the experimentally-determined phase. The fitting curves follow the trend of the experimental values and the calculated values for the thermal diffusivity are in good agreement with their corresponding literature data. Comparison of experimentally determined thermal conductivity values of Tables 2 and 3 show that carrying the measurements in vacuum do not improve the accuracy of the thermal diffusivity values. Moreover, it is noteworthy that measurements in vacuum are challenging due to the reduction of the incident laser power and the infrared radiation at the windows of the vacuum chamber, entailing a decrease in signal-to-noise ratio. With increasing thermal conductivity and material thickness, the experimental error in the measurements grows larger due to this reduced signal-to-noise ratio. Increasing the laser power represents a potential solution for better signal-to-noise ratio and thus smaller experimental error.
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