METHODS AND TOOLS FOR MODEL-BASED VIRTUAL SENSORS APPLIED TO CONDITION MONITORING
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Abstract
Model-based virtual sensing techniques are a valuable approach to estimate system variables which are difficult to measure. Instead of measuring these variables directly, physics-based models and estimation algorithms are used to compute them. As the system grows in complexity the use of dedicated modeling tools is required to reduce modeling effort and errors. However the integration of these tools with the estimation algorithms is not always straightforward. In this paper an overview of the main virtual sensor algorithms and the way to connect them with modeling tools is presented. The Functional Mock-up Interface (FMI) is discussed as the most suitable way to accomplish this. The advantages of using a symbolic modeling language such as Modelica in the implementation of virtual sensors are also discussed. These advantages are highlighted by means of an application example.

1 INTRODUCTION
Maintenance services account for a significant part of the operating cost of high-value systems, especially when possible failures result in large down times [1]. Condition based maintenance strategies provide a cost efficient way to cope with the safety and reliability requirements of these systems [2]. Condition monitoring strategies rely on the measurement of specific variables of the system. In many applications, however, the direct measurement of these variables is either too costly or not possible. Virtual sensing is an attractive option to overcome these difficulties. Virtual sensing is a technique to estimate variables and parameters of interest using available measurements and physics-based models instead of direct physical sensors.

A review of fault and damage detection methods can be found in [3], [4] and [5]. In contrast to other fault and damage detection methods, model-based techniques incorporate physical knowledge of the system, allowing a deeper understanding of the process behavior [6]. Therefore these techniques provide not only crucial information on unobservable quantities but also physical insight in why the system’s performance is degrading. The efficacy of these techniques highly depends on the capability of the model to accurately represent the physics of the system and identify uncertain system parameters [1].

This can be a major drawback of these techniques, as the high complexity of modern electromechanical systems results in models which are either too costly or not accurate enough. In addition, cyber-physical systems are composed of several domains such as mechanical, electrical or electronic. The required level of detail of each of these disciplines is dependent on which physical phenomena are most dominant. Often a combination of these
tools is required to capture the necessary dynamics. Furthermore, the limited interchangeability of these modeling tools hinders the integration of specialized simulation tools with the estimation algorithms [8].

This paper gives an overview of the most widely used model-based virtual sensing techniques and presents a suitable toolchain for the integration of these techniques with highly complex models. The rest of the paper is organized as follows. In section 2 the state of the art of the most relevant algorithms for model-based virtual sensors is provided and discussed. The viability of implementing these algorithms in an industrial context is studied in section 3. In particular the modeling effort required and the possibility of integrating the simulation tools with other platforms is assessed. In fact the use of the Functional Mockup Interface (FMI) is proposed to address this problem. In section 4 a case study for the application of model-based virtual sensors is provided, where a model developed in an efficient modeling language is combined with estimation algorithms in order to show the potential of the presented toolchain.

2 OVERVIEW OF MODEL-BASED VIRTUAL SENSOR APPROACHES

Model-based techniques combine physics based models and real measurements of the system with data processing algorithms to estimate system variables difficult to measure. At a cost of a higher modeling effort, state and parameter estimators are better at detecting multiple faults and dealing with nonlinearities than other model-based methods such as parity equations [6]. Furthermore, these approaches can be used in other applications such as advanced control techniques or model updating.

Accordingly this paper is focused only in state, parameter and disturbance estimators (i.e virtual sensors). There is a large number of algorithms tailored for specific applications and other algorithms which are too computationally expensive (e.g particle filters, Monte-Carlo simulations [7]) as they are based on exhaustive sampling. For the sake of brevity this comparison is limited to the most widely used algorithms that have potential to cope with industrial systems.

The core of these algorithms consists on using the difference between the real measurements and the prediction of the model to correct this prediction. The most common virtual sensor algorithms are the Luenberger observer (LO), the sliding mode observer (SMO) and the Bayesian estimators. Unlike Bayesian estimators, the LO and the SMO consider deterministic processes (without noise). The LO and SMO algorithms are predominantly used in combination with a linear model as optimality can be proven under such conditions. The notion of optimality however does not stand if the model does not fully represent the physics of the system. Thus both LO and SMO are simpler to implement than Bayesian estimators but under noisy measurement conditions the Bayesian algorithms are proved to perform better ([9],[10]). Therefore the remaining of this section will be focused on Bayesian estimators.

KALMAN FILTER

The Kalman Filter is the optimal linear filter [17]. In the case of Gaussian noise, it provides the maximum a posteriori estimate with the smallest achievable covariance. With non-Gaussian noise, it is optimal in giving the minimal mean square error. It is the most widely used Bayesian estimator and has been successfully used in a number of applications [11]. The KF uses a model defined in state space form as the one shown in equation (1). In the most
commonly used derivation of the KF, the process and measurements are assumed to be disturbed by zero mean white Gaussian noise \( w \) and \( v \), with covariance \( Q \) and \( R \) respectively. The states are assumed to be Gaussian variables with covariance \( P \).

\[
\begin{align*}
\dot{x} &= Ax + Bu + w \quad \text{with } x \sim N(\bar{x}, P) \\
y &= Cx + Du + v \quad \text{with } v \sim N(0, R)
\end{align*}
\]

The KF algorithm is shown in Figure 1. In each k-time step the system model is evaluated and compared against measured data. This is done in two steps: prediction and update. In the prediction step an a-priori estimation of the states mean and covariance is obtained from the system’s model. In the update step this a priori estimation is corrected using the system’s output. The estimation process is done recursively: all the prior information is summarized in the initial mean and covariance of each step. Therefore the computational effort in each time step is the same regardless the number of measurements.

\[
\begin{align*}
\dot{x}_k^+ &= F_k \dot{x}_{k-1}^+ + G_k u_{k-1} \\
\dot{P}_k^+ &= F_k \dot{P}_{k-1}^+ F_k^T + Q \\
\end{align*}
\]

\[
\begin{align*}
\dot{x}_k^- &= F_k \dot{x}_{k-1}^- + G_k u_{k-1} \\
\dot{P}_k^- &= F_k \dot{P}_{k-1}^- F_k^T + Q \\
\end{align*}
\]

\[
\begin{align*}
K_k &= P_k^- H_k^T \left( H_k P_k^- H_k^T + R \right)^{-1} \\
\hat{x}_k &= \hat{x}_k^- + K_k (y_k - H_k \hat{x}_k) \\
\end{align*}
\]

\[
\hat{P}_k^+ = (I - K_k H_k) \hat{P}_k^-
\]

Figure 1: Kalman Filter implementation

Despite being widely used, the KF is limited to linear systems, and the joint estimation of states and parameters is not applicable [7]. Below an overview of the approaches that extend the applicability of the KF to nonlinear systems and systems with constraints is given.

EXTENDED KALMAN FILTER

The Extended Kalman Filter (EKF) is the most widely used extension of the KF for nonlinear systems. The EKF uses a system model as the one in equation (2) and linearizes it around the KF estimate [12]. The standard KF shown in Figure 1 is then applied at this linearized point. The linearization of such a system can be cumbersome and may have a significant influence on the performance. In simple systems analytical Jacobians can be obtained, but this is seldom the case. Normally numerical Jacobians have to be used, which are less accurate, more computationally expensive and in some cases cannot be obtained (e.g. discontinuities). This requirement is the main drawback in the implementation of the EKF.

\[
\begin{align*}
\dot{x} &= f(x, u) + w \quad \text{with } x \sim N(\bar{x}, P) \\
y &= h(x, u) + v \quad \text{with } v \sim N(0, R)
\end{align*}
\]

UNSCENTED KALMAN FILTER

The EKF has been shown to be an effective solution in several systems. However for a nonlinear transformation the mean and covariance of a random variable propagate in a different way than the linearized simplification of the EKF [12]. This can lead to inaccuracies if used with highly nonlinear systems. The Unscented Kalman Filter (UKF) addresses this problem by finding a set of individual points (sigma points) in the state space, whose sample
probability density function (pdf) approximates the real pdf of the state vector. The pdf is thus approximated by the mean and covariance of the sigma points instead of by a nonlinear transformation. The differences of these approaches are shown in Figure 2 [13].

![Figure 2: Unscented transformation compared to linear simplification [13].](image)

On the one hand no Jacobians of the system have to be calculated, which simplifies its implementation. On the other hand multiple simulations are required in each step (to calculate the mean and covariance of each sigma point), which also increases the computational cost. The computational cost compared to the EKF, will depend on the linearization strategy in the EKF and the solver efficiency of the UKF.

**MOVING HORIZON ESTIMATOR**

In contrast to the above defined algorithms the MHE takes into account more than one single measurement at each estimation step. However, not all the measurements available are used as the computational cost would be too expensive. Instead, a sliding window with M-steps to the past that moves one step ahead every k-time step is used. This implies that when a new measurement is available it is included in the data window and the oldest is removed [14]. The estimation consists then in solving an optimization problem to calculate the optimum states and parameters of the system. Thus, the resulting estimation technique can be interpreted as the repeated solving of fixed-size optimization problems that are generated by moving a fixed size observation window over a growing measurement (as shown in Figure 3) [15]. One important feature of the MHE is that it allows for the estimation of systems with constraints and severe nonlinearities. This procedure results in more robust estimations to external disturbances than other Kalman Filter based methods [16].

The MHE has successfully been used in different applications for parameter and state estimation of nonlinear systems both with and without constraints. Depending on the severity
of the nonlinearities and the complexity of the constraints, the MHE may have a considerable computational cost, limiting thus the number of real-time processing applications. This drawback, however, can in most cases be solved by efficiently computing the optimization problem. Although other approaches for the constraint handling can be found for single step estimators, the MHE is the best suited estimator for systems with constraints [17].

PARAMETER AND INPUT ESTIMATION
The algorithms explained in the previous section can be extended to estimate not only the states of the system but unknown parameters and inputs too. Based on the state-space system representation, an augmented version of the system can be obtained if the unknown inputs and/or parameters are included in the states vector and their directional derivatives are included in the system matrices. Then a random walk model is used for the unknown input/parameters: they are assumed to remain constant except for an additive noise [18]. Once defined in the proper way, this augmented vector is estimated by means of any of the techniques shown in the previous section. The joint estimation of parameters makes the system nonlinear, which means a nonlinear filter is required. The estimation of inputs will be linear as long as the input matrix (B matrix in equation (1)) is decoupled from the state matrix (A). In this situation a linear filter can be used for the estimation.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Non Linear</th>
<th>Time-varying systems</th>
<th>Joint state-parameter estimation</th>
<th>Computational cost</th>
<th>Robustness against noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deterministic Observers</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lueneberger Observer(^1)</td>
<td>No</td>
<td>slow</td>
<td>No</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>Sliding Mode Observer</td>
<td>Yes</td>
<td>slow</td>
<td>No</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>Bayesian Estimators</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kalman Filter</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Low</td>
<td>Moderate</td>
</tr>
<tr>
<td>Extended Kalman Filter</td>
<td>Slightly</td>
<td>Yes</td>
<td>Yes</td>
<td>Moderate</td>
<td>Moderate</td>
</tr>
<tr>
<td>Unscented Kalman Filter</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Moderate</td>
<td>Moderate</td>
</tr>
<tr>
<td>Optimization based</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MHE</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>High</td>
<td>High</td>
</tr>
</tbody>
</table>

Table 1: Summary of the capabilities of the virtual sensor algorithms presented in this work

Table 1 summarized the described algorithms. The selection of the appropriate algorithm will depend on the system to be estimated. Each method has its advantages and disadvantages, and can be the optimal one depending on the application. The KF is the most cost efficient way to cope with linear systems regardless of their complexity or time varying nature. For instance, in [10] the KF is used for the monitoring of an elevator (i.e a LTV system) performance by estimation of its acceleration, using only sensors available in the system. The KF can also be augmented as previously explained. In [19] the KF is augmented to estimate both states and input forces in structural dynamics problems. When the system is nonlinear one of the above mentioned extensions has to be used. The computational cost of these algorithms will depend on way each particular problem is solved. In general the UKF

\(^1\) There is an extension for nonlinear systems that also allows for Joint estimation. As explained in section 2 they are more suited for deterministic systems and therefore are not covered in this paper.
performs better than the EKF for highly nonlinear problems [13], [20]. The MHE might have an even higher computational cost, but can handle outer disturbances and model constraints better. In [14] several example applications are shown where the MHE outperforms the EKF.

3 TOOLS FOR VIRTUAL SENSOR INTEGRATION

In the previous sections the importance of a highly reliable model has been highlighted. In addition a great modeling flexibility and simplicity is also required, helping thus avoiding errors and speeding up the process. Therefore the use of advanced modeling tools is desirable in order to achieve cost efficiency and model reliability in the design phase. Thus the heterogeneity of modern cyber-physical systems requires highly flexible modeling tools or exchanging models from different engineering domains (like electrical or mechanical). Unfortunately these simulation tools are often incompatible. Furthermore, modeling environments do not generally allow the user to manipulate the solution at each time step, as required by estimation algorithms. As a consequence it is common to hand-code system models in less efficient languages resulting in overly simplified models or increased modeling complexity (either in modeling the system or in developing an ad hoc interface).

Several modeling environments include model exchange capabilities. However, they are usually developed ad-hoc to interface with one particular tool in a certain context. As an example, Dymola offers model portability to Matlab and Simulink. This feature is however only limited to those tools, and is version dependent. A standard software connectivity method is therefore desirable. One example of the industrial importance of tool connection standards is AUTOSAR, which is a standard for automobile software applications. AUTOSAR is widely accepted in the automobile industry but it does not support common modeling tools [21].

The Functional Mock-up Interface (FMI) is a tool independent standard developed to address this problem. It supports both model exchange and co-simulation of dynamic systems [22]. According to the FMI standard the model is exported (either for exchange or co-simulation) as a so called Functional Mock-up Unit (FMU). The FMU is a compressed file containing an XML-file with the model description, a set of C-functions to execute model equations and further data required by the model (including tables, icons and documentation). Simulation programs or software packages that implement the FMI standard can import FMUs, access their resources, and run simulation [24].

This approach allows dynamic modeling of different software systems to be used together for software-, model- and hardware-in-the-loop (HiL) simulation and for embedded software [25]. Thus it enables the combination of efficient modeling software with custom applications, settling a general approach that reduces errors and speeds up the modeling process. The FMI is a promising candidate to become the industry standard for model exchange [26].

The FMI is currently supported by 84 tools [22]. In particular the Modelica language [23] based tools such as Dymola, JModelica.org or Openmodelica are suitable tools for the combination with estimation algorithms by means of the FMI. Modelica allows for model reuse and counts with several libraries for different engineering domains. This allows for simple model implementation. Additionally the Jacobians (which are required by the EKF and MHE) of the system can be obtained analytically, which is has less computational cost than other linearization techniques such as numerical differentiation.
The combination of Modelica with other programming languages by means of the FMI provides thus a suitable approach for the implementation of model-based virtual sensors. The main focus of the FMI is model exchange for simulation and not for estimation purposes, but it has already been successfully used for estimation [26]-[28]. For instance in [27] and [28] the FMI is used to allow for the implementation of nonlinear observers within Dymola. In [29] an UKF is used to prove the suitability of the method for Fault Detection and Diagnosis.

4 APPLICATION EXAMPLE

In this section the advantages of the presented toolchain are highlighted with the case study presented in [30]. In this example the friction forces in a scaled vertical transportation test rig are estimated by means of an EKF. The measurements used for the estimation are those already available in the installation: car position and velocity, machine encoder position and velocity, and machine quadrature current and voltage. The current example shows an upward travel of the car frame of the used test rig, traveling from 0.7m to 2.5m height.

A multi-physical model including the field oriented control architecture, electrical subsystem and mechanical subsystem are included in this example. A Permanent Magnet Synchronous Machine (PMSM) is used to move the driving sheave. The angular velocity of the PMSM is controlled with a PI controller, and the reactive current in the machine is assumed to be zero. The stiffness of the cabin and counterweight cable sides varies with their length, which makes of this a Linear Parameter Varying (LPV) system. The system has therefore 9 states: Cabin position and velocity, counterweight position and velocity, control reference current, machine current and Voltage and pulley angular position and velocity. In addition, a friction parameter that takes into account both the friction coefficient and the cabin’s geometry as defined in [30], is identified both for cabin and counterweight. Given the complexity of such a system the use of the above mentioned toolchain can save modeling effort and errors.

The use of Modelica based software in such multi-physics systems presents great advantages in terms of flexibility and model reusability. It simplifies the modeling phase, reducing the effort and making it less prone to errors. Besides, further configuration changes (such as evolving from simple to detailed models) are simpler than with causal models. These advantages become more relevant as the models grow in size and complexity. In this case example the software OpenModelica [31] is used to model the system, however, any other FMI compliant modeling tool is suitable for the development of the model. The model is exported as FMU as explained in section 3, and thus it can be imported in any other FMI compatible tool.

![Figure 4: electromechanical system model in OpenModelica and connection with Python](image)

The EKF used for the joint estimation of the states and parameters of the system is developed
in Python. Several scientific computing packages are available in Python that aid the development of custom made algorithms and applications. The interconnection of Python with the model has been done using the FMI by means of the package PyFMI [32].

The friction coefficient of cabin and counterweight are identified by augmenting the state vector as explained in section 2, which makes the system nonlinear. The use of the FMI allows for the extraction of analytical state Jacobians and derivatives. The Jacobian for the parameters can be obtained by means of numerical differentiation using the derivatives of the states. This is a great advantage in the implementation of the EKF, as it simplifies the linearization of the system in a simple and time efficient way.

The estimation of the states and the identification of parameters lead to the estimation of other variables of interest. In this particular example the friction forces in the system are derived from the estimated states and the identified friction parameter. Additionally, as explained in section 2 the estimated covariance gives an idea of the uncertainty of the estimation. The estimation of the system’s states, parameters and the output of the virtual sensor are shown in Figure 5.

![Figure 5: Identified cabin friction parameter, cabin and electrical machine states and estimated friction force](image)

The friction force is following mainly the acceleration profile of the cabin, but the defects of the guiding system are also represented. For instance, the effect of the rail joints can be seen as friction peaks every 0.25m. Therefore this force can be used for the health monitoring of the guiding system. At some points of the simulation it can be seen that the estimated friction parameter (and thus the friction force) go below zero. This can be due to numerical instabilities at these particular positions (e.g. local loss of observability) or due to a relatively high uncertainty in positions where the parameter is close to zero. The use of the MHE can be a solution to this issue, as the constraint of a friction parameter strictly higher than zero could be included in the estimation. In the represented test rig this 1.8 long travel takes 11.049 seconds, while the estimation takes circa 5 minutes. The main bottleneck here is that the integrator has to be initialized at each k-step of the filter. Therefore further work is required to reach real-time capabilities using this technique.

This example shows how the presented toolchain can simplify the implementation of model-
based virtual sensors. As stated in section 2 the implementation of algorithms such as EKF and MHE is hindered by the requirement of the system’s Jacobians. With the presented toolchain however the Jacobian’s are extracted analytically, allowing a simple implementation of the presented algorithms. The user can therefore focus only on the modeling part using already available models, facilitating thus model flexibility and reusability. The main added value of this toolchain is therefore helping the end user in the implementation of model-based virtual sensor algorithms.

5 CONCLUSIONS

In this paper an approach to overcome the difficulties associated with the integration of estimation algorithms with high fidelity modeling languages is presented. The use of advanced modeling tools reduces modeling cost and errors, and thus simplifies the implementation of virtual sensing techniques. Namely the computation of the Jacobians of the system is greatly simplified, as it can be obtained analytically. The real time implementation of these toolchain is, however, not yet available, and further work is required on this field. In the future these tools will be applied to the estimation of contact and friction forces in guides of electro-mechanical systems.
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